The Arctic sea ice acts as a barrier between the ocean and atmosphere inhibiting the exchange of heat, momentum, and moisture. Recently, the ice pack has been decreasing in area and concentration. This diminished sea ice coverage could potentially allow for larger moisture fluxes that affect surface energy budgets, the occurrence of clouds, and the near-surface humidity and temperature. Currently, reanalyses are known to produce large errors and biases in the Arctic, warranting improved moisture flux algorithms and input data. Using the Monin-Obukhov similarity theory, with adjustments made to better suit the conditions of the Arctic, and observations from NASA’s EOS Aqua satellite, specifically the AIRS and AMSR-E instruments, the daily moisture flux is calculated from 2003-2011. The moisture flux is studied for a series of North Water
polynya events between 2003-2009 to test the accuracy of the Aqua products and our algorithm. Using in situ data we validated moisture flux results, finding an error of 20.3%, improving the moisture flux accuracy compared to other climate models. The moisture flux for the entire Arctic was studied to look for inter-annual variations and was compared to changes in the sea ice. Instead of an expected increase in the moisture flux due to a declining sea ice pack, there has been a 15% decrease. On a regional scale and based on their average moisture flux, the Chukchi/Beaufort Seas, Laptev/E. Siberian Seas, Canadian Archipelago and Central Arctic are increasing, between 2.1 and 4.8 %/yr. Increases are due to the changes in the ice concentration, which allows for the surface temperatures to increase substantially in the fall and winter months when the amount of moisture exchanged is highest. The Kara/Barents Seas, E. Greenland Sea and Baffin Bay are decreasing, between 0.53 and 9.2 %/yr. These regions have areas of open water year round, and their exchanges of moisture are due mostly to smaller differences in surface and 2 m specific humidities. The contribution of the sea ice zone to the total moisture flux (from the open ocean and sea ice zone) has increased by 3.6% because the amount of open water within the sea ice zone has increased by 4.3%.
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Chapter 1: Introduction

1.1 General Introduction

Polar regions are experiencing particularly large changes compared to other regions on Earth due to global warming [ACIA, 2005]; and variations in the moisture flux from the ocean to the atmosphere may serve as a good indicator of climate changes, because the moisture flux is strongly affected by openings in the sea ice cover, polynyas and leads, which interact with both the atmosphere and ocean.

The Arctic climate is defined by little or no sunlight in the winter months and almost 24 hours of sunlight in the summer months [ACIA, 2005]. The largest component of the Arctic climate is the cryosphere, which is frozen water. The Arctic Ocean and it’s peripheral seas are covered with frozen seawater known as sea ice year round. The sea ice area follows a seasonal cycle with the largest extent occurring in March and the smallest extent occurring in September. The 14 million km$^2$ Arctic Ocean and seas are nearly isolated. They are surrounded by Eurasian and North American landmasses, except for the in Bering Strait and in the North Atlantic regions [ACIA, 2005]. The Arctic is separated by region based (Figure 1).
Figure 1. Map of the Arctic Ocean and surrounding landmasses. The peripheral seas are in blue font and major cities and countries are in black font. Figure from http://www.lib.utexas.edu/maps/islands_oceans_poles/arctic_ref802647_1999.jpg.
In recent decades, the Arctic sea ice pack has undergone substantial changes. The ice pack has decreased in extent, at a rate of 4%/decade \( [\text{Parkinson and Cavalieri, 2008}] \) (Figure 2 & 3), thickness, declining 1.75 meters since 1980 (Figure 3) \( [\text{Kwok and Rothrock, 2009}] \) and concentration. The September minimum sea ice extent is now decreasing at a rate of 14%/decade.

Figure 2. Monthly deviations for the sea ice extents calculated by taking the monthly value for the individual month and subtracting the average value for that month over the 28.2 year period, plus the line of linear least squares fit through the monthly deviations, along with its slope and estimated standard deviation. From Parkinson and Cavalieri, [2009].

Figure 4. Interannual changes in winter and summer ice thickness from RPW08 and K09 submarine data centered on the ICESat Campaigns. Blue error bars show residuals in the regression and quality of ICESat data. From Kwok and Rothrock, [2009].

The ice pack has shifted from a predominantly multi-year ice pack, ice that survives the summer melt, to a predominantly first-year ice pack, one that melts in the summer (Figure 5) [Nghiem et al., 2007]. The Arctic Ocean has also shown warming since 2000, with 2007 having 5°C anomalies in sea surface temperatures (Figure 6) [Steele et al., 2008]. Such large increases in SSTs during 2007 are believed to be caused by the
extreme minimum sea ice extent and decreased cloud cover that occurred in the summer of 2007 [Steele et al., 2010, Perovich et al., 2008, Kay et al., 2008].

The melt season length of the Arctic sea ice has increased, meaning that the ice begins melting earlier in the spring and begins freezing up later in the fall (Figure 7). Melt season is increasing for the entire Arctic by 6.4 days/decade, with some areas increasing by as much as 10 days/decade [Markus et al., 2009].

Figure 5. Arctic sea ice types and coverage. Image on left shows the median first year (light blue), one year ice (medium blue) and multi year ice (dark blue) for February 1981-2009. Image on right shows the first year, one year and multi year ice for February 2009. Image from National Snow and Ice Data Center (http://nsidc.org/arcticseaicenews/).
Figure 6. Image on left is the August 2007 mean SST for the Arctic (top) and the August Anomaly for 2007 relative to the August mean 1982-2006 (bottom). From National Snow and Ice Data Center website (http://nsidc.org/asina/2010/100410.html). Image on right is the mean summer SST anomalies for the Chukchi and West Beaufort Seas. Shown are the 50 km binned in situ input anomalies (grey dots), the means of these anomalies (green dots), 95% confidence range of these means, and number of 50 km bins with in situ data in each decade (along bottom axis). Also shown is the summer mean satellite derived SSTs (yellow dots) adjusted by the mean difference over the data record (i.e., bias) of the in situ summer means minus the satellite means. Smoothed regional means (blue curves) are computed from the average in each summer of the green and yellow dots by an application of a 3-year running mean filter followed by 2 passes of a 5-year running mean filter. From Steele et al., [2008].
Figure 7. Melt season length for the entire Arctic and the Chukchi/Beaufort Seas. The solid lines indicate the length of continuous melt (early freeze onset (EFO) – melt onset (MO)), and dashed lines indicate the first day of melt until the last day of melt (freeze onset (FO) – early melt onset (EMO)). The numbers show the trends in days per decade. Trends with a plus sign are significant at the 95% confidence level, and trends with two plus signs are significant at the 99% confidence level. From Markus et al., [2009].

All of these factors work together to contribute to the decline of the sea ice pack. This weakened sea ice pack is not as effective at insulating the ocean and atmosphere as this ice
pack in past years would be, allowing for more heat and moisture to be exchanged between the two. The increase of moisture to the atmosphere can alter the surface radiation budget by increasing the amount of clouds, which reflect the incoming solar radiation and also hinder the escape of the upwelling longwave radiation from the surface. Water vapor itself is a strong greenhouse gas and could also influence Arctic warming. Dessler et al. [2008] found that water vapor and its subsequent warming could double the warming caused by increases in CO$_2$.

This could create a positive feedback loop where larger areas of open water increase the moisture flux into the atmosphere, increase the amount of clouds, which add heat to the system, and cause the sea ice to melt, continuing the cycle. Increased cloud cover also increases reflection of solar radiation, and hence some negative feedback processes during the summer months could be operating as well.

### 1.2 Dissertation Outline

**Chapter 2: Arctic Sea Ice and Observations**

The sea ice-ocean-atmosphere climate system of the Arctic is described. Gives a broad overview of the current state of Arctic sea ice observations, reanalysis data, climate models and satellite and their limitations.

**Chapter 3: Arctic sea surface temperatures 1982-2009**
SST trends are compared between the 1982-1999 and 2000-2009 time periods in the entire Arctic and for multiple regions. Delays in the freeze onset are also estimated based on the SSTs.

Chapter 4: Arctic Ocean moisture flux

Introduces the moisture flux equation and provides a brief overview of what the moisture flux is and how it exchanges moisture between the surface and the lower atmosphere in the Arctic. This chapter describes in detail the data platforms and types used in the moisture flux studies done for the North Water polynya and the entire Arctic. Describes the Monin-Obukov Similarity Theory used to calculate the moisture flux and also our updated Monin-Obukhov Similarity Theory to improve the moisture flux estimates in the Arctic.

Chapter 5: Case Study: Moisture flux from the North Water Polynya

This chapter goes into great detail on polynyas and their many affects on the Arctic climate system. The North Water polynya is also discussed. Error estimation is explained and potential errors within the datasets are described. AIRS air temperature is compared the NPEO buoy temperatures for accuracy. Comparisons of the data sets are done with ECMWF ERA-Interim data as well as with other similar studies. Moisture flux results are presented in this chapter are from the North Water polynya study for the years 2003-2009. Different polynya events from each year are compared.

Chapter 6: Moisture flux for the entire Arctic
AIRS 1000 hPa relative humidity is validated with Tara drifting station observations for validation of the moisture flux for the Arctic. Moisture flux results are presented in this chapter are from the entire Arctic for the years 2003-2011. Monthly trends are described and moisture flux and changes in ice concentration are also discussed.

Chapter 7: Practical Application: Prediction of super structural icing for shipping

This chapter addresses a practical application for a few geophysical parameters of AIRS. The ice accretion method and equations are explained as well as changes in the potential for ice accretion with the changing Arctic climate system.

Chapter 8: Conclusions

Summaries of the North Water polynya, the entire Arctic and the Arctic sea surface temperature studies are presented here.

Chapter 9: Future Work

An explanation of future work involving the validation of AIRS data in the Arctic and future uses of the moisture flux are presented in this chapter.
Chapter 2: Arctic Sea Ice and Observations

2.1 The Arctic climate system

The Arctic climate system is a complex interaction between the Arctic Ocean, the atmosphere, and the sea ice. Studying these interactions and learning how they affect one another is crucial for accurately representing the Arctic system in climate models. Recently, the Arctic has experienced greater-than-global air and surface temperature warming in response to increased greenhouse gases, which is known as Arctic amplification [Kay et al., 2012]. Being able to understand the Arctic climate system and how it reacts to global warming can give us a clearer picture of how other regions around the world might react to these adverse reactions to global warming in the future. Climate changes in the Arctic affect other regions around the world as well [Alley, 1985].

One interaction linking the Arctic sea ice and atmosphere is how changes in sea level pressure and wind patterns affect the sea ice. One of these patterns is the Arctic Oscillation (AO). The AO, in either its positive or negative phase, is used to classify opposing sea level pressure and zonal wind patterns in the Arctic, and thus sea ice motion [Thompson and Wallace, 1998]. In the positive phase, sea level pressure is lower over the Arctic and winds push sea ice away from the coasts of the Laptev/East Siberian Seas, and there is larger transport of sea ice out through the Fram Strait, creating thinner ice in the central Arctic [Rigor et al., 2002]. Conversely, in its negative phase, pressure is high in the Arctic and temperatures are often warmer than normal. The AO can affect the ice thickness, concentration, the ice motion and the heat budget [Rigor et al., 2002]. The AO
was strongly positive in winter in the early 1990’s, it has been low and variable most recently. Another pattern is the Arctic Dipole (AD), which classifies changes in meridional wind patterns in the Arctic. Its’ positive phase is classified as having lower sea level pressure on the North American side of the Arctic [Overland and Wang, 2009]. The AD positive phase has become more dominant since 1997 and has contributed to smaller sea ice extents in the summer. It has also contributed to changes in large-scale atmospheric circulation patterns, which are supplied by heat stored in the ocean in autumn [Overland and Wang, 2009].

The Arctic sea ice also plays a crucial role in maintaining the global thermohaline circulation, which transports heat throughout the world’s oceans. When sea ice forms, only fresh water freezes, leaving behind brine in the surface layer of the Arctic Ocean, increasing the salinity and also the density of the water [Aagaard et al., 1985]. This cold, dense water sinks to the ocean floor, leading to deepwater formation. This water is replaced by surface waters from lower latitudes, driving the thermohaline circulation. When sea ice melts, it freshens the surface layer, making it less dense, and inhibits sinking. Thus, large amounts of sea ice melting could cause the thermohaline circulation to slow down or even stop. Changing this ocean circulation will change the climate on a global level. There is still much uncertainty of how the sea ice could affect the thermohaline in the future with global warming [Stouffer et al., 2006].

The most prominent positive feedback loop that encompasses the interactions between the Arctic sea ice, ocean and atmosphere is the ice-albedo feedback. The sea ice has an albedo of 0.9 compared to that of the ocean having an albedo of 0.06. Thus the sea ice absorbs less energy (about 10%) from the atmosphere and reflects most of it, compared
to the ocean, which absorbs (about 94%) most of the energy. During the summer months where there has been significant ice loss in recent decades, the amount of energy that the system absorbs is much greater. Thus the Arctic Ocean warms, causing more melting, more absorption and even more melting of the sea ice. This excess energy absorbed into the system also affects the surface energy balance, which can change the energy budget in the Arctic [Comiso, 2010].

Another complex interaction dealing with the ice-albedo feedback is between the downwelling shortwave solar radiation and the upwelling longwave radiation from the surface in the Arctic. This is further complicated by the presence of clouds, which reduce both incoming solar radiation and longwave radiation from leaving the surface.

Walsh and Chapman [1998], Intrieri et al. [2002] and Curry and Ebert [1992] found that Arctic clouds have a net warming effect for the entire year except for a short period in the summer, meaning that more clouds will actually cause the Arctic to warm further and accelerate the melting of the sea ice. Since water vapor is a greenhouse gas it is also an excellent absorber of longwave radiation; hence having a larger flux of moisture and thus a moister atmosphere could heat the atmosphere even more, further enhancing the ice melt.

Recent studies by Palm et al. [2010], Eastman and Warren [2010], and Kay and Gettelman [2009] have looked into the changing sea ice extent and thickness and how this has affected the amount of clouds over the Arctic (Figure 8 and 9). They found that there were increases in clouds in all months with the largest increases in the fall when there were large decreases in sea ice extent. This is when large differences in temperatures between the ocean surface and atmosphere enhanced the turbulent fluxes, which help to
produce low-level clouds [Klein et al., 2009]. Since the heat capacity of water is much larger than the air, when the air temperatures begin to decrease in the fall the ocean temperatures take much longer to cool down. This along with warmer sea surface temperatures and larger open ocean areas, might have caused this increase in clouds in the fall. Low-level clouds, which increase the downwelling longwave radiation the most, saw the largest increase in the fall and this in turn keeps the lower atmosphere warmer in the winter months. Warmer winters do not allow for the ice pack to refreeze as much as it would with colder temperatures and thus creates a weaker ice pack in the following spring.

![Figure 8](image.png)

**Figure 8.** (top) Time series of Arctic sea ice extent anomaly (based on the average September sea ice extent 1978-2008) with high and low ice years shown, and (bottom) the accompanying time series of autumn low cloud cover anomaly showing cloud anomalies during high and low ice years. From Eastman and Warren, [2010].
2.2 Data Types

In the Arctic, where in situ observations are sparse and reanalysis data can often be biased, satellite data provide a wealth of observations on extensive spatial and temporal scales. Yet there have been few studies done which have used this data to study surface moisture fluxes from the ice pack. Improving the parameters used to calculate the moisture flux and thus the flux estimates will help to strengthen the accuracy of climate models. They can also be used to improve the interpretation of the Arctic’s exchanges of moisture from the surface and also in the generation of boundary layer clouds. Producing large-scale estimates of the moisture flux with satellite data would be valuable for assessing both the current state of the Arctic and the impact of the changing ice pack on the moisture fluxes.

There are various data types used to study the Arctic climate system, ranging from those sparse in location and frequency, but having the highest accuracy to those with high
frequency spatially and temporally, but are prone to errors. Different data types are described in this section. Specific data used in calculation of the moisture flux are described in Chapter 4.2.

2.2.1 In Situ

The harsh environmental conditions of the Arctic in winter and its sometime inaccessible location have made the sea ice pack difficult to study. Meteorological observations over the ice pack have been taken via aircraft surveys, manned and automated observing stations, and onboard ships; but they are expensive to maintain and sparse in location and frequency [Minnett and Key, 2007]. When observations are taken they are often flawed due to the effects of meteorological conditions on the instruments. Freezing rain can affect wind measurements when instruments become encased in ice, extreme low temperatures can affect measurements of temperature and humidity, measurements from ships can be contaminated by the ship itself, and also human error can affect measurements [Minnett and Key, 2007]. Regardless, in situ observations have the smallest errors and are taken as “truth” when studying the Arctic.

2.2.2 Reanalysis data and Models

Reanalysis data are a good alternative to in situ data because they cover a wide range of spatial and temporal scales, but there are often inaccuracies with data in the Arctic.
Reanalysis data rely on long-term and abundant observations to be reliable, but in the Arctic continuous long-term observations are sparse \cite{Bromwich_etal2005}. This creates errors in the Arctic. Francis \cite{Francis2002} found biases between 25\%-65\% in the wind products from the NCEP-NCAR and ECMWF ERA-15 year reanalysis data compared with Arctic field campaign rawinsonde data (Figure 10). Temperature reanalysis data from ECMWF ERA-40 have also been shown to produce a warm bias in the Arctic mid to lower troposphere and should not be used in studies in the Arctic (Figure 11) \cite{Screen_Simmonds2010}.

![Figure 10. Images show comparisons of NCEP/NCAR and ECMWF Reanalysis upper-level winds to measurements by rawinsondes (raob) during the CEAREX and LeadEx Arctic field programs. Layers 1-5 are bounded by the following pressure levels: 300, 400, 500, 700, 850, and 1000 hPa. Image on the left is the mean wind magnitude from rawinsondes and bias in the NCEP/NCAR speed. Image on the right is the mean magnitude from rawinsondes and bias in the ECMWF speed. From Francis \cite{Francis2002}.](image)
Figure 11. a) Arctic and annual mean 700 hPa temperature bias in each reanalysis relative to radiosondes. The radiosonde data are averages from nine Arctic stations. The reanalysis temperature fields were first subsampled at the station locations and then average over all subsampled grid boxes. For each reanalysis, the mean bias was removed to highlight the time varying component of the bias. b) Decadal Arctic and annual mean temperature trends from radiosondes and each reanalysis. Trends are centered on the indicated year (e.g., the trend at 1995 is based on data from 1990-2000). The gray band denotes the 95% confidence intervals of the trends. From Screen and Simmonds, [2010].

Moisture fluxes are already available from atmospheric model reanalyses, but recent studies have demonstrated that reanalyses suffer from serious errors in moisture variables. For example, Cullather et al. [2000] showed that in the NCEP/NCAR and NCEP/DOE reanalyses the annual net precipitation (precipitation minus evaporation) is about 60% lower than the water vapor flux convergence, although they should be equal. Jakobson and Vihma [2010] demonstrated that the ERA-40 reanalysis of the ECMWF and rawinsonde sounding data disagree on the vertical distribution of moisture transport to the Arctic. Lüpkes et al. [2010] showed that the ERA-Interim reanalysis has a large moist bias in the lowermost 1 km over the Arctic Ocean. Comparing reanalysis data with the Tara drifting station in 2007, Jakobson et al. [2012] found that Era-Interim, JCDAS, NCEP-CFSR, NCEP-DOE and NASA-MERRA all had large errors in near surface air
temperature, humidity and wind speed. The root mean square errors between all of the reanalyses ranged from 2.61-5.30 °C for air temperature, 0.14-0.40 g/kg for specific humidity, 15.3-16.8% for relative humidity and 1.80-2.91 m/s for wind speed when compared to tethered sounding data from the Tara drifting station (Figure 12). Serreze et al. [2009] also found biases in variables such as temperature, humidity, and wind speed are about the same or larger than recent climatological trends. Hence, there is a strong need to develop alternative methods to estimate the moisture fluxes at the atmosphere-ocean interface.
Figure 12. From 29 single profiles calculated: (a) average temperature, (b) RMSE (root mean square error) of temperature, (c) average specific humidity, (d) RMSE of specific humidity, (e) average relative humidity, (f) RMSE of relative humidity, (g) average wind speed, (h) RMSE of wind speed. From Jakobson et al. [2012].

The Arctic climate system poses many challenges in its representation in global climate models [ACIA, 2005]. The 2012 IPCC assessment shows that the largest
disagreements between models and actual climate change occur in the Polar Regions [Stroeve et al., 2012]. Climate models have a hard time representing the dynamics of the Arctic climate system, and because of this they are not able to accurately represent the rapid loss of sea ice extent in recent years (Figure 13). Global climate models show the largest disagreements from the present day climate of the Arctic, and this shows the weaknesses of our current state of knowledge of the dynamics and processes of the ice-ocean-air system [Randall et al., 1997]. Atmospheric general circulation models have difficulty with turbulent fluxes of moisture, and thus representation of boundary layer clouds in the Arctic because the Arctic’s atmospheric boundary layer differs from that of the mid-latitudes [IPCC, 2001]. Models use the Monin-Obukhov similarity theory to estimate the turbulent fluxes and while these work well for the mid-latitudes, they underestimate these fluxes in the Arctic. This is because they do not contain parameterizations that can accurately access very stable stratified conditions, which are often present over the sea ice [Poulus and Burns, 2003]. Improvements to these parameterizations to better describe the surface-atmosphere energy exchange would create more accurate models containing Arctic sea ice [Dethloff et al., 2001].
2.2.3 Satellites

Today, multiple satellites orbit the Earth collecting a multitude of data on the surface of the earth and its atmosphere. Satellites are either geostationary, remaining above the same spot on the Earth, or polar orbiting, passing by the equator at the same time each day as the Earth rotates underneath. Polar orbiting satellites make full global coverage every few days, with the Polar Regions receiving coverage multiple times a day.
[Comiso, 2010]. Satellites used to study the Arctic climate system mainly use visible, infrared and microwave frequencies depending on what geophysical feature of the surface or atmosphere that they are trying to detect [Comiso, 2010]. Sensors onboard these satellites are either passive or active. Passive sensors measure the radiation that is naturally emitted from a source; in the visible spectrum it is shortwave radiation, and in the infrared it is longwave radiation [Comiso, 2010]. Active sensors, on the other hand, generate a signal and transmit it to the target and record the signal after it has returned to the sensor, being altered by the target that it interacted with [Comiso, 2010].

While not all of the satellites and sensors are discussed in this section a brief overview is supplied in the following subsections.

2.2.3.1 Passive Remote Sensors

Visible and infrared channels are used concurrently in most satellite sensors in order to gain as much information about the Earth and the atmosphere as possible. The suite of Landsat satellites, starting with Landsat 1 was launched in 1972 and continued operating until 2003, carried a series of multispectral scanners in the visible and infrared spectrum. Each Landsat provided higher resolutions, which were needed for validation studies in the polar regions [Comiso, 2010]. Another suite of remote sensors that has provided long-term, continuous records used for studying interannual variability in the Arctic is the Advanced Very High Resolution Radiometer (AVHRR), which was first launched on the TIROS-N satellite in 1978 and is still in operation today.
Since the late 1970’s there have been many more satellites carrying visible and infrared sensors developed and launched such as Terra in 1999 and Aqua in 2002. Both Terra and Aqua are polar orbiting satellites, but Terra crosses the equator in the morning whereas Aqua crosses in the afternoon. One sensor onboard both satellites is the Moderate Resolution Imaging Spectroradiometer (MODIS). It is used to measure the physical and biological characteristics of the Earth’s surface and its atmosphere [Comiso, 2010]. The Multi-angle Imaging Spectro-Radiometer (MISR) is another sensor onboard Terra that has different viewing angles and has allowed for more accurate surface classifications of the snow and ice [Comiso, 2010]. Another key instrument on Aqua is the Atmospheric Infrared Sounder (AIRS), which is covered in more detail in section 4.2.1.

Passive microwave sensors allow for data collection in both daytime and nighttime and in all types of meteorological conditions unlike visible and infrared. Thus, passive microwave sensors have changed how we view the Arctic sea ice by providing daily, high resolution, long-term data used to create sea ice extent maps. This enabled studying the inter-annual variations of the sea ice pack and well as the effects of climate change. This data record began with the launch of the Scanning Multichannel Microwave Radiometer (SMMR) onboard the Nimbus-7 in 1978 [Comiso, 2010]. This sensor lasted until mid 1987 and was succeeded by the Special Scanning Microwave Imager (SSM/I) in 1987. This sensor has been onboard a series of Defense Meteorological Satellite Program (DMSP) satellites since 1987 and still provides valuable data.

Aqua also has microwave sensors onboard, allowing for the complete frequency spectrum of radiation to be captured over the Earth at the same time and along the same
satellite track. This microwave sensor is the Advanced Microwave Scanning Radiometer (AMSR-E), and it is covered in more detail in section 4.2.2.

2.2.3.2 Active Remote Sensors

There are four different types of sensors that use active remote sensing: high resolution imaging systems, scatterometers, radar altimeters, and laser altimeters. The only high resolution imaging system that works in the microwave spectrum is the Synthetic Aperture Radar (SAR) [Comiso, 2010]. Using its long wavelengths it can penetrate the snow and ice sheet providing information that is not available with other type of sensors. Some satellites that contain SARs are ENVISAT, ERS1/SAR and Radarsat/SAR.

Scatterometer operate the same way as radar except scans the surface along a 360° elliptical track [Comiso, 2010]. Information on wind speed and direction near the ocean surface can be obtained by looking at the backscatter. One example of this sensor is QuikSCAT.

Radar altimeters send out a signal and the backscatter from the signal is what is detected. The more uniform the surface is the more uniform the radiation spreads out and then is backscattered to the sensor. These altimeters are used to study the topography and thickness in the Arctic sea ice cover. An example of this type of sensor is the Cryosat2 satellite, which was launched in 2010.

Laser altimeters send out laser pluses to measure the topography of the surface. The Geoscience Laser Altimeter System (GLAS) is the first Lidar system to be used successfully onboard ICESat, which was launched in 2003 [Comiso, 2010]. Using two
laser beams at different wavelengths it was able to measure the topography of the sea ice as well as its thickness and also clouds. ICESat2 is set to launch in 2016.
Chapter 3: Arctic Sea Surface Temperatures 1982-2009

3.1 Background

The Arctic sea ice pack has undergone drastic changes since the dawn of the satellite era, and the ice-ocean relationship between the sea ice cover, the sea surface temperatures (SSTs) and the freeze onset is changing with the sea ice.

The Arctic Ocean is fairly isolated and shallow, having just two deep basins and only exchanging water between the Fram Strait, the Barents Sea, the Bering Strait and the Canadian Archipelago [Grotefendt et al., 1998].

Since 2000, the multi-year ice area has decreased at a faster rate than previous years and was 20% smaller than in 1982 [Nghiem et al., 2007]. Studying the ice-ocean system pre-2000 and post-2000 will allow us to better understand how the rate of the shrinking sea ice pack is changing the SSTs in the Arctic Ocean as well as the re-freeze of the ocean in the autumn.

3.2 Data

Daily SST data are taken from NOAA Optimum Interpolation ¼ Degree Sea Surface Temperature Analysis. This data set is produced from the Pathfinder Advanced Very High Resolution Radiometer (AVHRR) for the years 1982-2005, the Operational AVHRR for the years 2006-2009 and in situ observations from ships and buoys (data
Satellite biases are adjusted with respect to the in-situ data [Reynolds et al., 2007]. This optimum interpolation method significantly reduces the 0.6 K SST error from AVHRR alone.

Ice concentration data are produced from SMMR and SSM/I brightness temperatures using the Enhanced NASA Team (NT2) algorithm [Markus and Cavalieri, 2000] and is defined as the percentage of a pixel that is covered by sea ice. Ice concentration is available every other day from 1982 until July 7, 1987 and daily from July 9, 1987 for the rest of the record. The error on the location of the sea ice edge was found to be +/- 25 km$^2$ [Heinrichs et al., 2006].

Yearly melt and freeze onset maps of the Arctic sea ice are created by daily averaged brightness temperatures from SMMR and SSM/I for the years 1979-2009 and are taken from Markus et al. [2009]. When snow is melting and wet it produces a different brightness temperature than the completely frozen snow, and this is also true for when ice melts exposing the sea surface. Melt and freeze onset are classified as a day of the year for each pixel when the brightness temperatures signals change drastically due to scattering.

3.3 Results

Since 1982, the June (J), July (J), August (A), September (S) and October (O) (JJASO) SSTs in the Arctic have been on the rise. The average increases have been 0.82 °C. The largest increases are seen in August and September, with some areas increasing around 3 °C over the time period (Figure 14). The largest increases are seen in the
Chukchi/Beaufort Seas, the E. Siberian Sea, the Barents Sea, the E. Greenland Sea and Baffin Bay. Reasons for these increases in the Chukchi/Beaufort and E. Siberian Seas are from the reduced sea ice cover in the summer and autumn. More open water reduces the albedo, allowing for larger absorption of heat, raising the SSTs. The sea ice concentrations in the Chukchi/Beaufort and E. Siberian Seas have been decreasing at 9.5 %/decade and their subsequent SSTs have been increasing 0.5 °C/decade. The E. Greenland Sea, Barents Sea and Baffin Bay are influenced by warmer ocean waters from the Gulf Stream and North Atlantic Current that have propagated into the area during the SST record [Chepurin and Carton, 2012].

Figure 14. Average decadal SST trends for June, July, August, September and October separately and JJASO, 1982-2009. All trends are significant at the 95th percentile.

Figure 15 (top) shows the decadal trends of SSTs, freeze onset and ice concentration from 1982-2009 that are statistically significant at the 95th percentile. These
images look very similar spatially. Areas in the Chukchi/Beaufort and Laptev/E. Siberian Seas that have seen decreases in ice concentration have increases in SSTs and also have large delays in freeze onset, between 10-20 days/decade. This same pattern is seen in the Kara Seas and also in Baffin Bay. Areas with warming SSTs appear to be causing a delay in the reformation of the sea ice because warmer SSTs require longer time to lose heat to the atmosphere and reach the freezing point for freezing to begin. Along the E. Greenland coast and southern Baffin Bay where ice no longer freezes in the fall months (dark blue areas of freeze onset in Figure 15) is where SST trends are specifically high.
The 28-year SST record was split into two time periods: 1982-1999 and 2000-2009, in order to study the SST changes with the changes in sea ice concentration. Since 2000, the sea ice concentration in the entire Arctic has decreased at 3.5 times the rate as before 2000, allowing us to look at changes in SSTs in a slow and rapid changing sea ice pack in the summer and autumn months.

### 3.3.1 Entire Arctic: 1982-1999 and 2000-2009

In this area, the SSTs are becoming warmer in JJASO, increasing 0.82 °C over the 28-year record. The majority of this increase occurred between 2000-2009, specifically in August and September (Figure 15). Figure 16 shows weekly trends of ice concentration and SSTs as well as their weekly averages for 1982-1999 and 2000-2009. The SSTs from 1982-1999 increased at about 0.02 °C/year each week in JJASO, and there were no large increases. On the contrary between 2000-2009, the trends in June remain close to that of the earlier time period, but then jump up dramatically during the rest of the season, becoming almost 0.10 °C/year in August. This is similar to the sea ice concentration over the same area. During the 1982-1999 period, the weekly sea ice concentration was decreasing at 0.26%/year and was constant over the season. The ice concentration from 2000-2009 decreased at 0.90 %/year, and the decrease of the ice concentration increases over the season, with the highest rates of loss in September and October. In June and July, larger decreases in ice concentration allow for increases in SSTs later in the summer.
From Figure 16, we can see that the increasing weekly trends in SSTs in the later half of the record precede the large decreases in sea ice concentration. In this area it seems that the increases in the SSTs in August and September increase the rate of ice melt in September and October, decreasing the sea ice concentration. These increases in SSTs are also contributing to the delay in freeze onset in the fall in recent years (Figure 15 middle and bottom). Since 2000, the freeze onset date has been increasing 1.41 days/year, whereas before 2000 the freeze onset was delayed only 0.17 days/year.


On a monthly basis, the trends in SSTs were about the same in June for both time periods, but then began to increase to 1.9, 3.5, 2.9 and 1.5 the rate for JASO. This is similar to the ice concentration, they are similar for the two time periods in June, but then becomes much lower between 2000-2009 in AS.

Figure 15 shows the decadal trends in freeze onset, SSTs and ice concentration in JJASO for 1982-1999 (middle) and 2000-2009 (bottom). Between 1982-1999, the only
locations of statistically significant trends in freeze onset occur in the Chukchi/Beaufort Seas region, which is similar spatially to the SST and ice concentration trends. Increases in SSTs during this time period are what caused the delay in freeze onset. Between 2000-2009, the freeze onset is being delayed at least 30 days/decade in the Chukchi/Beaufort, Laptev/E. Siberian and Kara Seas regions. In these same areas the SSTs are increasing at least 1 °C/decade, showing us that the trends in both freeze onset and SSTs have accelerated in the past 10 years and that warmer SSTs are the cause for the delayed freeze onset in the autumn. This more recent time period is causing the majority of the changes throughout 1982-2009.

3.3.2 Chukchi/Beaufort Seas

The Chukchi/Beaufort Seas region has seen one of the largest sea ice concentration losses in the Arctic, with ice concentrations decreasing on average 0.93 %/year in JJASO. Over the entire record, the SSTs have increased 0.025 °C/year on average, but looking at individual time periods shows a different picture (Figure 17 a,b,c). Between 1982-1999, when the weekly ice concentration decreased 0.89 %/year the weekly SSTs only increased 0.027 °C/year, and these trends throughout JJASO remained close to constant, increasing only slightly in August. Between 2000-2009, weekly sea ice concentrations decreased at 2.6 times the 1982-1999 rate, and weekly SSTs have increased at 2.9 times the rate. Again, like the case for the entire Arctic, the SSTs and their weekly trends in June are almost identical between 1982-1999 and 2000-2009. Then in July the SSTs in 2000-2009 begin to increase dramatically to 2.6, 3.4, 2.9 and 2.8 times the earlier rates in JASO and
the SSTs became 0.5 °C warmer. The weekly SSTs in June are identical in both time periods and this could be because the melt onset date trends are not changing in the 1982-1999 and 2000-2009 time periods. The SSTs increase much more rapidly in JAS in 2000-2009 and this could be caused by the rapid reduction in sea ice concentration (Figure 15 bottom). Similarly, the reduction rates in sea ice concentration increased steadily in July and August and then drop off rapidly in September, mimicking the SST trends and then the reduction rates in sea ice concentrations increase again in October. SSTs also remain 0.28 °C warmer in October than in earlier years. These warmer SSTs could be increasing side and bottom melting of the ice and this is why the decreasing sea ice concentration trends are much higher. Higher SSTs in this area during 2000-2009 are causing the freeze onset to be delayed at 2.6 times the rate compared to 1982-1999.

3.3.3 Laptev/E. Siberian Seas

This region has seen drastic changes in SSTs between the 1982-1999 and 2000-2009 periods (Figure 17 d,e,f). Trends in weekly SSTs in JJASO have increased 7 times the amount in 2000-2009, causing the weekly ice concentration to decrease at 4 times the rate compared to 1982-1999. The weekly SSTs are increasing at the same rate in both time periods in June and July, but then in ASO increases in SSTs jump rapidly to 10.4, 7.7 and 8.3 times the rate as in 1982-1999, respectively. The weekly SST trends start off with significant increases in August, and then these trends drop off more slowly in September and October. This is opposite of the weekly decreasing sea ice concentration trends. These weekly trends start off decreasing slowly in July and become larger until mid October. It
is as if the large increases in SSTs precede the large decreases in ice concentration, leading us to believe that these increases in SSTs play a role in the decrease in sea ice concentration later in the season. In the earlier time period, 1982-1999, the increasing weekly trends in SSTs and the decreasing weekly trends in ice concentration do not change throughout the JJASO months and are small in comparison to the later time period. This is why the freeze onset is delayed only 0.36 days/year compared to 2.7 days/year in 2000-2009.

3.3.4 Kara/Barents Seas

The Kara/Barents Seas are not completely ice covered in the winter months and the Barents Sea receives ocean currents from the North Atlantic current. Due to this its SSTs are much warmer than the Chukchi/Beaufort and Laptev/E. Siberian Seas. The weekly SST trends in JJASO in 1982-1999 have decreased 0.09 °C and in 2000-2009 they have increased 0.56 °C (Figure 17 g,h,i). In both time periods, the SSTs in June were increasing at the same rate, then the SSTs change to decreasing trends for the rest of the season between 1982-1999. In contrast, the SST trends in 2000-2009, start off small and then increase rapidly in ASO, but these weekly increases are not as large as in the Chukchi/Beaufort and Laptev/East Siberian Seas. The weekly sea ice concentrations in 1982-1999 start off decreasing around 0.25 %/year in June and then become smaller throughout the season, eventually increasing in the last two weeks of October. Weekly sea ice concentration trends in 2000-2009, on the other hand, are negative throughout JJASO and are largest in October, and smallest in August and September. Large ice concentration
losses in June and July help to raise SSTs in August and September and in October SSTs are 0.48 °C warmer compared to 1982-1999. This would explain why the freeze onset was only delayed 2.2 days between 1982-1999 and 9.2 days between 2000-2009.

3.3.5 East Greenland Sea

In this region, the SSTs in 2000-2009 are much warmer than those in 1982-1999 even though the sea ice concentration is only slightly less. Even though SSTs are much warmer in the more recent time period they are only increasing at about half of the weekly rate as before in JJASO (Figure 17 j,k,l). The large increases in SSTs in the 1982-1999 period could be due to an increased warming of the subpolar gyre and a decrease in the North Atlantic Oscillation index, which moves winter storm tracks farther south and is highly anti-correlated with SSTs in the region [Chepurin and Carton, 2012]. On a monthly basis, trends in SSTs are only larger in 2000-2009 in June. SST trends are the same in July for both time periods and then the 2000-2009 trends become much less during the rest of the season. This is different from any other region because in the other regions, the SST trends were largest in 2000-2009. However in this 2000-2009 period, they start out positive and then drop off to negative weekly trends in October. This can explain why the freeze onset day is actually occurring 7.2 days earlier throughout 2000-2009. This is also a mirror image of how the weekly sea ice concentration trends look for 2000-2009. The weekly sea ice concentrations are only decreasing in June and then increase during the rest of the season. This is similar to the sea ice concentration trends in 1982-1999 except the
magnitude is much smaller. The weekly SST trends in 1982-1999 are all positive and have largest trends in August and September.
3.3.6 Sea Surface Temperatures and Freeze Onset

We wanted to determine if the excess heat at the ocean surface in 2000-2009 compared to 1982-1999 was enough to delay the freeze onset. Following equation 2 in Steele et al. [2008]

\[ \Delta t = \frac{OHC}{\rho_{air} c_{p} c_{aw} \Delta T_{aw} W_{10m}} \]  

(1)

and their assumptions: \( t \) is the time in seconds, the upper ocean heat content \( OHC \) MJ m\(^{-2}\), the air density \( \rho_{air} = 1.3 \) kg m\(^{-3}\), the air heat capacity \( c_{p} = 10^{3} \) J kg\(^{-1}\) °C\(^{-1}\), the air-water heat exchange coefficient \( c_{aw} = 10^{-3} \), the air-water temperature difference \( \Delta T_{aw} = 5-10^\circ C \), the 10m wind speed \( W_{10m} = 5-10 \) m s\(^{-1}\), and that the ocean-ice advection is small. We were able to calculate the amount the freeze onset would be delayed and compare it to the actual delay.
We took the range in SSTs differences between 2000-2009 and 1982-1999 for all the locations and estimated their subsequent upper OHC, assuming that the summer mixed layer depth was 20m, following Steele et al. [2008]. Substituting into (1) we estimated the range over which the freeze onset would be delayed, took the average and then compared it to the average freeze onset differences between 2000-2009 and 1982-1999 (Table 1).

Our estimated delay in freeze onset for the Chukchi/Beaufort, Laptev/E. Siberian and Kara/Barents Seas differed by 0.60 days on average. The E. Greenland Sea produced a discrepancy of 8.69 days and this is because the majority of the area is open water year round and the North Atlantic Current does affect its SSTs. For the entire Arctic the estimated delay was off by 2.28 days, which was larger than expected due to the E. Greenland Sea. Since our estimated delay in freeze onset between 1982-1999 and 2000-2009 was very close to the actual delay, we find the excess heat stored in the ocean surface could be causing the delay of the freeze-up of the ice in the fall in 2000-2009.

Table 1. SST differences between 2000-2009 and 1982-1999, their subsequent upper OHC, the actual freeze onset differences, and the estimated freeze onset differences using equation 1.

<table>
<thead>
<tr>
<th>1. Location</th>
<th>2. SST range (C)</th>
<th>3. OHC range (MJ/m2)</th>
<th>4. Δ Freeze Onset (days)</th>
<th>5. Estimated Δ Freeze Onset (days)</th>
<th>6. Ave. estimated Freeze Onset (days)</th>
<th>7. Difference (Actual-Estimated) (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entire Arctic</td>
<td>0.23-0.63</td>
<td>22.08-60.48</td>
<td>14.03</td>
<td>1.96-21.53</td>
<td>11.75</td>
<td>2.28</td>
</tr>
<tr>
<td>Chukchi/Beaufort Seas</td>
<td>0.01-0.52</td>
<td>0.96-49.92</td>
<td>8.34</td>
<td>0.085-17.78</td>
<td>8.93</td>
<td>-0.59</td>
</tr>
<tr>
<td>Laptev/E. Siberian Seas</td>
<td>0.02-0.62</td>
<td>1.92-59.52</td>
<td>10.06</td>
<td>0.17-21.20</td>
<td>10.68</td>
<td>-0.62</td>
</tr>
</tbody>
</table>
### 3.4 Summary

The fact that SSTs in the Arctic are have been increasing since the early 1980’s is well known, but what is interesting is that the majority of this warming has occurred since 2000. Since 2000, increases in SSTs have accelerated at 2.7 times the rate seen in 1982-1999. Also since 2000, the percentage of the ice-free area in JJASO has increased at 7 times the rate as in 1982-1999 and the delay of freeze onset is occurring at 8.3 times the rate as in 1982-1999. What could be causing this accelerated warming of SSTs in recent years is an increase in ice loss, which allows for more absorption of heat into the ocean surface, accelerating melting. SSTs were much warmer in the 2000-2009 period because the Arctic was on average 52% ice free in JJASO. This reduction of sea ice since 2000 could be caused by the negative phase of the Arctic dipole and the positive phase of the Arctic oscillation sea level pressure and wind pattern. During these phases, the winds force the sea ice from the Bering Strait towards the North Pole and also allow for large amounts of sea ice to be transported out through the Fram Strait [Overland and Wang, 2009]. Before 2000, this Arctic dipole was predominately positive allowing for larger sea ice coverage in the summer months [Overland and Wang, 2009]. This much larger area of open water since 2000 allowed for an increase of solar energy into the ocean surface.
[Perovich et al., 2007]. These higher SSTs significantly delayed the freeze onset because it takes longer time for enough heat to be expelled into the atmosphere before freezing of seawater can occur. We demonstrated that this is occurring in all regions of the Arctic, using (1), except for the E. Greenland Sea, which has minimal ice coverage throughout the year and is also affected by other ocean currents.

In the Pacific sector, regions like the Chukchi/Beaufort and Laptev/E. Siberian Seas, melting of the ice early in the season is caused by increases in short and long wave radiation. The accelerated warming of SSTs is due to a diminished sea ice cover causing larger heating of the ocean surface from the atmosphere and higher SSTs later in the season increase side and bottom melting of the ice. These are similar results to those found by Steele et al. [2010], which were discussed in Chapter 1. The regions in the North Atlantic [the Kara/Barents and E. Greenland Seas], on the other hand are more affected by the surface currents of the Gulf Stream and the North Atlantic Current that have been warming, rather than a loss in sea ice cover.

Besides just delaying the freeze onset of the sea ice and making it more susceptible to melting in the spring, the increases in SSTs are significant because they can affect the surface sensible heat and evaporation rates, which both contribute to Arctic warming and could also slow down the thermohaline circulation. The red line in Figure 33 shows the moisture flux from the ocean between 2003-2009. Increases in moisture during this time period are evident in autumn because of warming SSTs during those years. Specifically, increases in moisture could increase the amount low level clouds in the Arctic, which have be found to warm the Arctic. Water vapor is also a green house gas, so having more moisture in the atmosphere enhances the warming of the Arctic and increases ice melting.
Chapter 4: Arctic Ocean Moisture Fluxes

4.1 Approach

Here, moisture flux is defined as the vertical flux of surface moisture due to atmospheric turbulent transport. It is a function of the difference in specific humidity between the surface and air as well as the factors affecting the intensity of turbulent exchange: wind speed, surface roughness, and thermal stratification [e.g., Launiainen and Vihma, 1994].

\[
E = \rho C_E (q_s - q_a) V_{10m}
\]

where \( \rho \) is the air density, \( C_E \) is the water vapor transfer coefficient, \( q_s \) is the saturation specific humidity at the ice/polynya surface, \( q_a \) is air specific humidity at 2 m, and \( V_{10m} \) is the wind speed at 10 m. \( q_a \) is calculated on the basis of air temperature and relative humidity. In the winter, there is little exchange of moisture between the surface and the atmosphere over the thick, insulating sea ice due to low relative humidity and the small differences between surface and air temperature [Dare and Atkinson, 1999]. Where thin or no ice is present, however, the large temperature difference between the water and atmosphere allows for large exchange of moisture. Moisture fluxes over open water (0.05 g/m²s) are sometimes 25 times as large as fluxes over thick ice (0.002 g/m²s) in the winter [Launiainen and Vihma, 1994] (Figure 18).
The flux of moisture from the ocean to the atmosphere is an important parameter when studying polynyas, because this moisture enhances fog, plume, and cloud formation above and downwind of the polynya [Arbetter et al., 2004]. This warm, moisture rich air from the polynya cools, condenses, and forms fog layers that can rise tens to hundreds of meters [Smith et al., 1983; Walter, 1989].

There have been numerous studies done that have computed the surface fluxes of sensible and latent heat over the Arctic ice pack using in situ data from weather stations, field campaigns and reanalysis [Maykut, 1982; Serreze et al., 2007]. Few have focused on the moisture flux and estimating it using primarily satellite data.

4.2 Data

We use sea ice concentration to study the evolution of the Arctic sea ice pack size and shape over time, and we use surface and air temperature, relative humidity, sea surface temperature, and wind speed to calculate the moisture flux.
We utilize data from sensors on board NASA’s Earth Observing System (EOS) Aqua satellite to examine the North Water polynya and the entire Arctic’s moisture fluxes. Aqua was launched on May 4, 2002, and continues to operate. Aqua carries six Earth-observing instruments that collect a wide variety of global data [Parkinson, 2003]. It has a near-polar low-Earth orbit with a period of 98.8 minutes and equatorial crossing times of 1:30 a.m. and 1:30 p.m. Specifically, we use data from the Japan Aerospace Exploration Agency (JAXA)’s Advanced Microwave Scanning Radiometer for EOS (AMSR-E) for ice concentration and sea surface temperature fields and data from NASA’s Atmospheric Infrared Sounder (AIRS) for temperature, relative humidity and geopotential height fields.

4.2.1 AIRS

AIRS is a cross-track scanner collecting data with a 13.5 km spatial resolution in the horizontal and 1 km resolution in the vertical. It has 2378 infrared channels and four visible/near infrared channels, which obtain highly accurate temperature and humidity profiles and many other physical products dealing with the Earth and its atmosphere. From AIRS we use surface skin temperature measured in Kelvin, the air temperature at 1000 hPa measured in Kelvin, and relative humidity at 1000 hPa expressed as a percentage. We use the geopotential heights from AIRS in order to determine the actual heights of the 1000 hPa level. Both the temperature and relative humidity products are level quantities, which means that the values are reported at fixed pressure levels. This differs from layer quantities, which are reported on the fixed pressure levels, but represent the layer bounded
by the level on which they are reported and the next height level (in altitude). Thus the 1000 hPa temperatures and relative humidity are not vertical averages [Fishbein et al., 2011]. The vertical resolution does not vary with elevation because the temperature and humidity profiles are obtained from a 100 level support product temperature or humidity profile using interpolation that is linear to the logarithm of the support pressure [http://disc.sci.gsfc.nasa.gov/AIRS/documentation/v5_docs]. These values are used in the calculation of the moisture flux and are Level 3 mean daily gridded products covering a 24-hour period for the ascending (equatorial crossing south to north at 1:30 p.m. local time) portion of the orbit [Aumann et al., 2003]. In the Polar Regions, Aqua makes multiple passes over the study area each day, allowing for daily averages to be produced. These parameters are put onto a 1° x 1° grid covering the entire Earth.

4.2.2 AMSR-E

AMSR-E is a conically scanning global passive microwave radiometer that has 12 channels, with horizontal and vertical polarizations for each of its six frequencies, and a spatial resolution ranging from 5.4 to 56 km depending on frequency. On October 4, 2011 AMSR-E stopped functioning after over nine years of successful operations. Sea ice concentration is a Level 3 daily product and is produced using the Enhanced NASA Team (NT2) algorithm [Markus and Cavalieri, 2002]. The sea ice concentration is defined as the percentage of a pixel that is covered by sea ice, and the concentration values are mapped onto a 25 km by 25 km polar stereographic grid of the Arctic. Sea Surface Temperatures (SSTs) are classified as the temperature of the top layer of water approximately 1
millimeter thick. AMSR-E measures microwaves in both the horizontal and vertical directions and covers all of the channels of SMMR and SSM/I combined, with also having higher resolution. SSTs are derived from all 10-channel brightness temperatures using the SST algorithm developed by Wentz and Meissner [2000] and has a spatial resolution of 56 km. The SSTs are a daily level 3 product and are put on a 0.25° by 0.25° grid. These SSTs are measured in degrees Celsius and have a root mean square error of 0.58°C. SSTs are not produced near coastlines (~75km) or ice edges in order to reduce errors.

4.2.3 ECMWF

The AMSR-E wind speeds are not available over polynyas and hence are not useful for this study. As a result, 10-m wind speeds were obtained from the European Centre for Medium-Range Weather Forecasts (ECMWF) ERA-Interim reanalysis instead (http://data-portal.ecmwf.int/data/d/interim_daily/). The reanalysis combines a first-guess field (based on a 6-hour forecast) as well as in-situ and remote sensing data into an assimilated data set using the 4D-VAR method [Dee et al., 2011]. Wind speed data are provided at 6-hour time intervals with a 1.5° by 1.5° spatial resolution.

These data sets were all transposed onto a 25km by 25 km polar stereographic grid in order to simplify the calculations of the moisture flux. Calculations at 25 km resolution indeed require interpolation of Aqua and wind speed data. A horizontal resolution equal to that of the sea ice concentration data is however essential for the moisture flux.
calculations, because the spatial variations of the moisture flux are mostly controlled by spatial variations of the surface temperature (which depends above all on the state of the surface: sea ice or open water). The air moisture and wind speed have weaker spatial gradients [Tisler et al., 2008].

4.3 Methodology

4.3.1 Background and Description

The Monin-Obukhov similarity theory, describes a relationship that characterizes the vertical behavior of non-dimensionalized mean flow and the turbulence properties in the surface layer of the atmosphere [Andreas, 2002], is used to estimate the turbulent surface fluxes in the atmospheric boundary layer. Since Monin and Obukhov [1954], there have been multiple studies done to improve the parameterizations of the roughness lengths used in the calculations of the flux profile relationships [Dyer and Bradley, 1982; Hogstrom, 1988; Garratt, 1992; Andreas, 2002] and the stable and unstable stratification algorithms [Holstag and De Bruin, 1988; Beljaars and Holtslag, 1991; Dyer and Hicks, 1970; Paulson, 1970] to better suit the boundary layer. While these improvements have produced more accurate turbulent surface fluxes of the mid-latitudes, they have not significantly improved estimates in the Arctic because they are using nocturnal boundary layer data over land compared to boundary layer data over the sea ice.
The flux profiles depend on whether the boundary layer has a stable or unstable stratification. For unstable stratification the most widely used and accepted flux profile relationships were those proposed by Businger [1971] and Dyer [1970] [Dyer & Hicks, 1970; Paulson, 1970; and Businger et al., 1971]. For stable stratification the flux profile relationships were derived from studies of the nocturnal boundary layer over land, and those produced from Holtslag and De Bruin [1988] are most often used. Studies produced by Forrer and Rotach [1997], Klipp and Mahrt [2004] and Cheng and Brutsaert [2005] suggest that in very stable conditions, like those seen frequently over the Arctic sea ice, the flux profile relationships increase more slowly than those from Holtslag and De Bruin [1988]. There were extensive in situ measurements made over the Arctic sea ice during the Surface Heat Budget of the Arctic Ocean Project (SHEBA) campaign in 1997-1998 and Grachev et al. [2007] used these to create a highly accurate flux profile algorithm for stable conditions over the ice. This algorithm better fits the very stable boundary layer conditions in the Arctic and we will use this in our calculations.

Accurate roughness lengths for the wind speed, humidity and temperature profiles over the ice are required to estimate the transfer coefficients used in the equation to calculate the moisture flux [Andreas et al., 2010a]. The roughness lengths are the theoretical height where the logarithmic wind, temperature or humidity profile equals zero and it is a measure of the roughness of the surface. These have often been difficult to estimate and there are large inaccuracies especially over the sea ice. Andreas et al. [2010a,b] used roughness lengths measured from the SHEBA campaign to create an algorithm for the roughness length over the Arctic in the winter when the ice is covered with compact, dry snow and in the summer when the ice cover comprises wet snow, melt
ponds and leads. As these are the most accurate estimates made for the Arctic ice in
different seasons these roughness lengths will be used in our model.

Since the input parameters from AIRS of the 1000 hPa level vary with height and
are not at a standard 2 meter observational height, which is most often used in other bulk aerodynamic flux studies, we have adopted the method of Launiainen and Vihma [1990]. This bulk aerodynamic method utilizes the Monin-Obukhov similarity theory and includes an iterative calculation. The iterative calculation method [Launiainen and Vihma, 1990] allows for the use of the air temperature and relative humidity at 1000 hPa from AIRS to estimate their corresponding 2m values for use in the calculation of the moisture flux at 2m.

Taking into account the stability and roughness effects on the vertical profiles, the air temperature, relative humidity and wind speed are all stratified onto a reference height, in this case 2m, where the calculations are made. Both the traditional method of Launiainen and Vihma [1990] is described below along with our improved choices for the model parameterizations.

4.3.2 The Monin-Obukhov Similarity Theory

The Monin-Obukhov theory gives the non-dimensional profile gradients of wind speed (V), specific humidity (q) and temperature (θ),

\[
\frac{\partial V}{\partial z} \frac{kz}{u_*} = \Phi_M \left( \frac{z}{L} \right)
\]  

(3)
where \( z \) is the observation height of either humidity, temperature or wind speed, \( q_s, u_s \) and \( \theta_s \). These are the scaling parameters of velocity, humidity and temperature, respectively.

\[
\frac{\partial q}{\partial z} q_s = \Phi_E (z/L) \tag{4}
\]

\[
\frac{\partial \theta}{\partial z} \theta_s = \Phi_H (z/L) \tag{5}
\]

In equations (6-8) \( \rho \) is the air density, which depends on the temperature, \( C_p \) is the specific heat capacity of air, and the turbulent fluxes of momentum (\( \tau \)), moisture (\( E \)) and sensible heat (\( H \)).

\[
\Phi_M, \Phi_E \text{ and } \Phi_H \text{ are the universal functions, which depend on the ratio of } z \text{ and the Obukhov length (L), and quantify the effects of the surface layer stratification on the profile gradients [Launiainen and Vihma, 1990]. The universal functions are integrated with respect to } \zeta = z/L \text{ between the surface and the observation height to give the familiar bulk aerodynamic equations of momentum (9), sensible heat (10) and moisture (11).} 
\]
\[ \tau = \rho u^2 \]
\[ = \rho k^2 \left[ \ln \left( \frac{z}{z_0} \right) - \Psi_M(\zeta) + \Psi_M(\zeta_0) \right]^{-2} V^2 \]
\[ = \rho C_D V^2 \]
\[ H = \rho C_p k u \left[ \ln \left( \frac{z}{z_t} \right) - \Psi_H(\zeta) + \Psi_H(\zeta_t) \right]^{-1} \left( \theta_s - \theta_z \right) \]
\[ = \rho C_p k^2 \left[ \ln \left( \frac{z}{z_0} \right) - \Psi_M(\zeta) + \Psi_M(\zeta_0) \right]^{-1} \left[ \ln \left( \frac{z}{z_T} \right) - \Psi_H(\zeta) + \Psi_H(\zeta_T) \right]^{-1} \left( \theta_s - \theta_z \right)V \]
\[ = \rho C_p C_H (\theta_s - \theta_z) V \]
\[ E = \rho k u \left[ \ln \left( \frac{z}{z_q} \right) - \Psi_E(\zeta) + \Psi_E(\zeta_q) \right]^{-1} \left( q_s - q_z \right) \]
\[ = \rho k^2 \left[ \ln \left( \frac{z}{z_0} \right) - \Psi_M(\zeta) + \Psi_M(\zeta_0) \right]^{-1} \left[ \ln \left( \frac{z}{z_q} \right) - \Psi_M(\zeta) + \Psi_M(\zeta_q) \right]^{-1} \left( q_s - q_z \right)V \]
\[ = \rho C_E (q_s - q_z) V \]

where \( \zeta_0, \zeta_T \) and \( \zeta_q \) are stability parameters for the observational heights of wind, temperature, and humidity and the integrated universal functions are expressed as \( \Psi_M, \Psi_H \) and \( \Psi_E \).

For the stable case \( \zeta > 0 \), the integrated form for the universal functions is [Holtslag and de Bruin, 1988],
\[ \Psi_M = \Psi_H = \Psi_E = -0.7\zeta - 0.75 \left( \frac{\zeta}{0.35} \right) e^{(-0.35\zeta)} - \frac{3.75}{0.35} \]

Andreas [2002] compared different universal functions from several different studies and found that (12) produced the best results in a stable boundary layer.
For the unstable case $\zeta < 0$, the integrated form for the universal functions are

\[ \Psi_M = 2 \ln \left( \frac{1 + (1 - 19.3\zeta)^{1/4}}{2} \right) + \ln \left( \frac{1 + (1 - 19.3\zeta)^{1/2}}{2} \right) - 2 \arctan((1 - 19.3\zeta)^{1/4} + \frac{\pi}{2}) \quad \text{(13)} \]

\[ \Psi_E = \Psi_H = 2 \ln \left( \frac{1 + (1 - 12\zeta)^{1/2}}{2} \right) \quad \text{(14)} \]

These have been proven to provide reasonable estimates for unstable cases [Andreas, 2002].

The bulk transfer coefficients $C_D$, $C_H$ and $C_E$ are expressed as

\[ C_{Dz} = C_D(z, z_0, \Psi_M(z/L)) \]
\[ = \frac{k^2}{[\ln(z/z_0) - \Psi_M(z/L)]^2} \quad \text{(15)} \]

\[ C_{Hz} = C_H(z, z_0, z_T, \Psi_M(z/L), \Psi_H(z/L)) \]
\[ = \frac{k^2}{[\ln(z/z_0) - \Psi_M(z/L)][\ln(z/z_T) - \Psi_H(z/L)]} \quad \text{(16)} \]

\[ C_{Ez} = C_E(z, z_0, z_q, \Psi_M(z/L), \Psi_E(z/L)) \]
\[ = \frac{k^2}{[\ln(z/z_0) - \Psi_M(z/L)][\ln(z/z_q) - \Psi_E(z/L)]} \quad \text{(17)} \]
where $z$ is the measuring height, $z_0$, $z_T$, and $z_q$ are the roughness lengths for the wind speed, temperature and water vapor. These bulk transfer coefficients are defined by the roughness lengths in neutral stratification, and by both the roughness lengths and the stability corrections in stable and unstable conditions [Launiainen and Vihma, 1994].

$L$, the Obukhov length, is a parameter characterizing the dynamic, thermal and buoyant processes of the surface layer [Obukhov, 1971]. It gives the height at which the turbulence is dominated by buoyant forces rather than wind shear. This way the boundary layer stability is also taken into account in the calculations by using $L$.

\[
L = \frac{-u^3 T_0 \rho C_p}{g k H \left(1 + 0.61 T_0 C_p \frac{E}{H} \right)} \begin{cases} 
L > 0 & \text{stable} \\
L = 0 & \text{neutral} \\
L < 0 & \text{unstable}
\end{cases}
\]  

(18)

In 18, $u_*$ is the friction velocity, $T_0$ is the mean absolute temperature of the surface layer, $\rho$ is the air density which depends on the temperature, $C_p$ is the specific heat capacity of air, $g$ is the acceleration due to gravity, $k$ is the von Karman constant, $E$ is the moisture flux and $H$ is the sensible heat flux.

The surface roughness length, $z_0$, is based on an interaction between the wind and wave field. If the surface is water then the roughness length, $z_0$, depends on $C_D$ [Large, 1980], which is dependent on the wind speed. $z_{T,q}$ depends on both the $C_D$ and $C_E$.

\[
\ln(z_0) = \ln(z) - k C_D^{-1/2}
\]  

(19)
where $C_D$ is dependent on the wind at 10 meters: $C_D \times 10^3 = 0.61 + 0.063V_c$ and $C_E$ depends on $C_D$: $C_E = 0.63C_D + 0.32 \times 10^{-3}$

\[ \ln(z_T) = \ln(z_q) = \ln(z) - kC_D^{-1/2}C_E^{-1} \]  \hspace{1cm} (20)

If the surface is snow/ice then the roughness length ($z_0$) is calculated by 21, where $C_D$ depends on the snow/ice surface roughness ($\xi$),

\[ C_D \times 10^{-3} = 1.10 + 0.072\xi \]  \hspace{1cm} (21)

The Reynolds number (Re) [Andreas, 1987] is used to calculate $z_{T,q}$ based on a polynomial that depends on the magnitude of Re for the coefficients and Re itself. Re gives an estimate for how far the roughness elements come above the molecular sublayer [Andreas et al., 2010b]. When Re is small, viscous forces dominate and the flow is smooth and constant. When Re is large, inertial forces dominate and the flow is turbulent and chaotic.

\[ Re = \frac{z_0u_*}{v} = \frac{z_0C_D^{1/2}V_c}{v} \]  \hspace{1cm} (22)

where v is the kinematic viscosity of air.

\[ \ln(z_T) = \ln(z_q) = \ln(z_0) + b_0(Re) + b_1(Re)\ln(Re) + b_2(Re)(\ln(Re))^2 \]  \hspace{1cm} (23)
Table 2. Values of the coefficients to use in (23) for estimating the scalar roughness lengths in the three aerodynamic regimes.

<table>
<thead>
<tr>
<th>Re</th>
<th>b₀</th>
<th>b₁</th>
<th>b₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.135 (Smooth)</td>
<td>1.43</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.135 &lt; Re 2.5 (Transition)</td>
<td>0.25</td>
<td>-0.589</td>
<td>0</td>
</tr>
<tr>
<td>2.5 &lt; Re 1000 (Rough)</td>
<td>0.356</td>
<td>-0.538</td>
<td>-0.181</td>
</tr>
</tbody>
</table>

When the flow is classified as smooth, molecular effects control the exchange of both momentum and scalars; when the flow is rough, pressure forces control this exchange [Andreas, 2002]. The roughness lengths over snow/ice have been proven very difficult to quantify, but (23) from Andreas [1987] have shown success in representing z/z₀ measurements (Figure 19) [Andreas, 2002].

Figure 19. Values of zT/z₀ averaged in Re bins for the Munro, Kondo and Yamazawa, and Ishikawa and Kodama datasets. The error bars are one std dev; the number beside each data marker gives the number of individual values used to create the average. The line is the Andreas (1987) model. (From Andreas, 2002).
After the roughness lengths are estimated, V, q and θ are corrected to the calculation level accounting for the stratification effects.

\[
V(z) = f \left[ V(z_{10}), z_0, u_*, \Psi_M(z/L), \Psi_M(z_{10}/L) \right] \\
= \frac{u_*}{k} \left[ \ln \left( \frac{z}{z_0} \right) - \Psi_M \left( \frac{z}{L} \right) + \Psi_M \left( \frac{z_0}{L} \right) \right]
\]

\[
\theta(s) - \theta(z) = f \left[ \theta(s), \theta(z_{GH}), z_T, \theta_*, \Psi_H(z/L), \Psi_H(z_{GH}/L) \right] \\
= \frac{\theta_*}{k} \left[ \ln \left( \frac{z}{z_T} \right) - \Psi_H \left( \frac{z}{L} \right) + \Psi_H \left( \frac{z_T}{L} \right) \right]
\]

\[
q(s) - q(z) = f \left[ q(s), q(z_{GH}), z_q, q_*, \Psi_E(z/L), \Psi_E(z_{GH}/L) \right] \\
= \frac{q_*}{k} \left[ \ln \left( \frac{z}{z_q} \right) - \Psi_E \left( \frac{z}{L} \right) + \Psi_E \left( \frac{z_q}{L} \right) \right]
\]

The bulk transfer coefficients (15-17), the turbulent fluxes (9-11) and the Obukhov length (18) are also calculated. In the first integration, the universal functions are set to zero for the neutral case. The iterative method checks for convergence of L, ensuring that the results are stable. This occurs when successive values of |ζ| are less than 0.1. If this occurs then the calculated turbulent fluxes are taken to be correct; if not then new universal functions (3-5) are calculated, and V, q and θ are corrected to the calculation level. The bulk transfer coefficients, the turbulent fluxes and the Obukhov length are
calculated again. The method is found not to converge if after 25 iterations no stable results are found.

Launiainen and Vihma [1990] have tested their method with in situ data using the eddy correlation method from Schmitt et al. [1979] and Fujitani [1981] and found that their estimates of heat and moisture flux agreed reasonably well (Figure 20).

![Figure 20](image)

Figure 20. Validation tests of the Launiainen and Vihma [1990] model (Figures from Launiainen and Vihma [1990]).

c) Calculated sensible heat flux (H/ρC_p) verses the one measured using the eddy correlation method (crosses from Schmitt et al. [1979] and circles from Fujitani [1981])

d) Calculated water vapor flux (E/ρ) verses the measured one (same as above)
4.3.3 The Monin-Obukhov Similarity Theory (updated)

Changes were made to the Monin-Obukhov Similarity Theory in order to improve estimates of the moisture flux in the Arctic. Our updated version of the Launiainen and Vihma [1990] model contain different parameterizations for the stable boundary layer case of the integrated universal functions (12-14) and they are taken from Grachev et al. [2007].

\[
\Psi_M = -\frac{3a_M}{b_M^3}(x - 1) + \frac{a_MB_M}{2b_M^2} \left[ 2\ln\left(\frac{x + B_M}{1 + B_M}\right) - \ln\left(\frac{x^2 - xB_M + B_M^2}{1 - B_M + B_M^2}\right) \right] + 2\sqrt{3}\left[ \arctan\left(\frac{2z - B_M}{\sqrt{3B_M}}\right) - \arctan\left(\frac{2 - B_M}{\sqrt{3B_M}}\right) \right]
\]

(27)

where \( x = (1 + \zeta)^{\frac{1}{3}} \), \( B_M = \left(\frac{1 - b_M}{b_M}\right)^{\frac{1}{3}} > 0 \), \( a_M = 5 \) and \( b_M = 5/6.5 \), and

\[
\Psi_H = \Psi_E = -\frac{b_E}{2}\ln(1 + c_E \zeta + \zeta^2) + \left( -\frac{a_E}{B_E} + \frac{b_E c_E}{2B_E} \right)
\]

\[
\times \left( \ln\left(\frac{2\zeta + c_E - B_E}{2\zeta + c_E + B_E}\right) - \ln\left(\frac{c_E - B_E}{c_E + B_E}\right) \right)
\]

(28)

where \( B_E = \sqrt{c_E^2 - 4} = \sqrt{5} \), \( a_E = 5 \), \( b_E = 5 \), and \( c_E = 3 \). These are only valid if \( \text{Ri}_B < \text{Ri}_{B\text{crit}} \approx 0.2 \), where \( \text{Ri}_B \) (29) is the bulk Richardson number that is calculated from (24-26).

\[
\text{Ri}_B = -\left(\frac{g\zeta}{\theta_v} \left( \frac{\Delta\theta + 0.61\theta \Delta q}{V^2} \right) \right)
\]

(29)
Andreas [2005] requires different polynomial coefficients for $z_T$ and $z_q$ because the molecular diffusivity of heat in air is less than the molecular diffusivity of water vapor in air. Thus these new coefficients in Tables 3 & 4 should be used.

Table 3. Polynomial coefficients for calculating $z_T$

<table>
<thead>
<tr>
<th>$Re$</th>
<th>$b_0$</th>
<th>$b_1$</th>
<th>$b_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Re \leq 0.135$ (Smooth)</td>
<td>1.25</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$0.135 &lt; Re \leq 2.5$ (Transition)</td>
<td>0.149</td>
<td>-0.550</td>
<td>0</td>
</tr>
<tr>
<td>$2.5 &lt; Re \leq 1000$ (Rough)</td>
<td>0.317</td>
<td>-0.565</td>
<td>-0.183</td>
</tr>
</tbody>
</table>

Table 4. Polynomial coefficients for calculating $z_q$

<table>
<thead>
<tr>
<th>$Re$</th>
<th>$b_0$</th>
<th>$b_1$</th>
<th>$b_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Re \leq 0.135$ (Smooth)</td>
<td>1.610</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$0.135 &lt; Re \leq 2.5$ (Transition)</td>
<td>0.351</td>
<td>-0.628</td>
<td>0</td>
</tr>
<tr>
<td>$2.5 &lt; Re \leq 1000$ (Rough)</td>
<td>0.396</td>
<td>-0.512</td>
<td>-0.180</td>
</tr>
</tbody>
</table>

In the summer, the sea ice is covered with melt ponds and leads that enhance the turbulent momentum transfer at the surface [Andreas et al., 2010a]. The edges of the marginal ice create vertical surfaces that the winds come into contact with. Thus $C_D$, which is used to calculate the initial $z_0$, differs from (19). Andreas et al. [2010a] found $C_D$ to be a function of the ice concentration ($ci$).

$$C_D \times 10^{-3} = 1.5 + 2.233ci - 2.333ci^2$$  \hspace{1cm} (30)

This is a parabolic function because when there are no vertical surfaces (100% ice concentration) $C_D$ is small. $C_D$ increases to a maximum when there is a medium amount of melt ponds, leads and ice edges creating multiple vertical surfaces. As the ice concentration approaches zero, the water features in the ice are so closely packed that
some of the vertical surfaces are shielded and $C_D$ decreases again [Andreas et al., 2010a]. When calculating $E$, Andreas et al. [2010a] use a combination of $E$ from the ice surface and the ocean surface using the ice concentration.

$$E = \rho C_{Ez} S_r [(ciq_{s, i} + (1 - ci)q_{s, w}) - q_z]$$  \hspace{1cm} (31)

Where the effective wind speed ($S_r$) includes a parameter for gustiness. In stable conditions,

$$S_r = V_z + 0.5 \sec h(V_z)$$ \hspace{1cm} (32)

For unstable conditions, $S_r$ includes a term for turbulent exchange that is enhanced when conditions are unstable

$$S_r = (V_z^2 + \beta_g w_s^2)^{1/2}$$ \hspace{1cm} (33)

In 32 and 33, $w_s = u_s \left(-\frac{600}{kL}\right)^{1/2}$, is the convective velocity scale and $\beta_g = 1.25$ [Fairall et al., 1996]. By using the effective wind speed we prevent the transfer coefficients from approaching infinity when the wind speed approaches zero [Andreas et al, 2010b].

In the winter, the sea ice pack is compact and covered with snow and thus requires a different parameterization than in the summer. Andreas et al., [2010b] found, using in situ data taken from the SHEBA campaign, that over the wintertime ice $z_0$, should be calculated from

$$z_0 = 0.135 \frac{V}{u_*} + 2.30 \times 10^{-4} \tanh^3 (13u_*)$$ \hspace{1cm} (34)

The first term accounts for the smooth flow and the second term accounts for the rough flow over the ice/snow. The roughness length plateaus with increasing $u_*$ [Andreas et al., 2010b]. $z_0$ was calculated from the SHEBA data over the Arctic ice in the winter, thus
being more accurate than our previous parameterizations. The moisture flux is calculated via (31).
Chapter 5: Case Study: Moisture flux from the North Water Polynya

5.1 Background

5.1.1 General Characteristics

Polynyas provide ideal locations where the moisture flux can be estimated for accuracy. Polynyas are small-scale areas of the Arctic ice pack where effects of the moisture flux are seen over both ice and water. A polynya is a persistent opening or reduced cover in sea ice that occurs in locations or at climatological times when ice is otherwise normally present. Polynyas are present in both the Arctic and Antarctic, and some recur in the same location at roughly the same time each year [Stringer and Groves, 1991]. Polynyas can range in size from hundreds to thousands of square kilometers [Smith et al., 1990]. Polynyas form via two different mechanisms and are classified as such: sensible heat and latent heat (Figure 19) [Smith et al., 1990]. Sensible heat polynyas most often occur within the sea ice pack and form when cold dense water sinks and is replaced by warmer water, which melts the sea ice. Sensible heat from the warm ocean water is what is used to melt the sea ice and create the polynya. Latent heat polynyas, on the other hand, almost always form along coasts. Winds push the sea ice away from the coast and
new ice is continually forming in place. The newly formed ice from the seawater releases latent heat because a change of state occurred, but there is no change in temperature.

![Diagram of sensible heat (open ocean) and latent heat (coastal) polynya formation.](image)

Figure 19. Diagram of sensible heat (open ocean) and latent heat (coastal) polynya formation. Image from *Ocean Circulation, 2nd Edition* by Open University, Butterworth-Heinemann Publishers, page 219.

Even though their size is relatively small in comparison to the sea ice area, polynyas have a large impact on the Arctic climate system in a number of ways. Polynyas affect the surrounding atmosphere, the heat budget, the radiation budget, the ocean salinity and circulation, and biological activity. Sea ice cover is a very good insulator between the ocean and atmosphere, allowing little exchange of energy and because of this it acts as a stable boundary layer inhibiting the transport of heat and moisture into the atmosphere [Walter, 1989; Massom et al., 1998]. When a polynya forms, the relatively warm, humid ocean surface is exposed to the overlying cold, dry air and these temperature differences, sometimes as much as 20 K, create an unstable boundary layer that allows for large exchanges of heat and moisture between the two [Minnett & Key, 2007]. Large temperature differences between the ocean and atmosphere can also increase the surface
heat flux. The heat flux from polynyas (100-300 W/m²) is often two times the magnitude of the heat flux over ice (15-20 W/m²), and can affect the heat budget by 20-30% [Smith et al., 1990; Maykut, 1978]. Sensible and latent heat fluxes have been calculated for polynyas in numerous studies [Badgely, 1966; Pease, 1987; Andreas, 1979; den Hartog, 1983; Launiainen and Vihma, 1994; and Maykut, 1982]. The excess heat and moisture loss cools the ocean and heats up the surrounding boundary layer above and downwind of the polynya and can modify mesoscale atmospheric motions [Renfrew, 2002; Dethleff, 1994]. Such large exchange of moisture leaves the ocean surface, quickly cools and condenses, and if the boundary layer is unstable, creates plume clouds (Figure 20), which can be transported downstream via winds [Minnett and Key, 2007]. These plumes have also been known to precipitate and can affect the local climate. Plume clouds do not always form downwind of a polynya because there must be enough moist potential energy available at the surface for these clouds to become buoyant, but most often a steam fog forms over the polynya when the air masses come into contact [Pinto and Curry, 1995]. Mailhot et al. [2002] studied plume cloud formation over a polynya using both aircraft observations and the Canadian Compressible Community Model. In one of their sensitivity studies, they found that when they did not allow for the exchange of moisture between the ocean and atmosphere and thus prevented the enhanced moisture flux from the polynya, the relative humidity did not increase to saturation and clouds did not form. Thus, they concluded that the moisture flux from polynyas plays a crucial role in creating clouds.
Figure 20. (top) A false color RGB image derived from 1-km resolution NOAA-18 AVHRR data shows a long narrow cloud plume streaming northwestward from the Bennett Island polynya on March 12, 2008. (bottom) A 250m resolution Terra MODIS visible image shows a closer view of the Bennett Island polynya and its cloud plume on March 12, 2008. Images from Cooperative Institute for Meteorological Satellite Studies website (http://cimss.ssec.wisc.edu/goes/blog/archives/622).

Polynyas also have an effect on the radiation budget because of their much lower albedo than sea ice or snow. Open water absorbs more incoming radiation than sea ice, causing more melting, more open water, and more absorbed radiation [Andreas and Ackley, 1982]. Polynya induced clouds and plumes can modify the surface radiation budget downwind, increasing the downwelling longwave radiation thus reducing the
cooling of the surface by as much as 44% [Pinto and Curry, 1995; Pinto et al., 1995]. These increases could cause a positive radiative feedback, which could enhance ice melt near polynyas, enhancing the moisture flux, and clouds, which cause greater ice melt [Minnett & Key, 2007]. Moisture flux, and thus convection, from polynyas can impact the regional climate with changes in atmospheric and surface energy budgets [Schnell et al., 1989].

Polynyas can also affect ocean salinity and circulation. Within latent heat polynyas, the freezing of new ice causes brine rejection into the surrounding waters. This excess salinity increases the density of the water, causing it to sink and to be replaced by less dense, less saline waters [Markus et al., 1998]. This is one of the ways that Antarctic Bottom Water is created and one of the driving factors keeping the world’s ocean circulation in motion. Finally, polynyas are also important for Arctic wildlife. These openings in the ice provide places for mammals and migratory birds to hunt, breed, and to inhabit [Stirling, 1980].

5.1.2 The North Water Polynya

The North Water polynya, which is the Northern Hemisphere’s largest recurring polynya, forms in northern Baffin Bay in an area called the Smith Sound, located between Ellesmere Island on the west and Greenland on the east [Topham, 1983]. This is a predominantly latent heat polynya, which forms in response to an ice dam in Smith Sound that blocks ice from moving into Baffin Bay [Ito and Muller, 1977]. This ice is continuously forced southward by persistent northerly winds that channel through the
steep-sided valleys in the sound [Ito, 1985] and by southward ocean currents flowing sometimes at a rate as high as 600 km$^3$ day$^{-1}$ [Ito, 1982]. The North Water polynya is also a sensible heat polynya where oceanic upwelling results in ice melt and thinner ice [Morales Mequeda et al., 2004]. This polynya has ice concentrations of 60-80% in the winter months, with the ice being young, thin and thin/medium first-year ice [Barber et al., 2001a; Gloersen et al., 1992]. These features, along with synoptic conditions, cause the North Water polynya to open and close in a rhythmic fashion for all but the summer months when the region is ice-free [Morales Maqueda et al., 2004]. The southern extent, and thus the overall size of this polynya, changes with each event due to variable weather conditions [Stirling, 1980]. Barber et al. [2001b] examined the North Water polynya for the period 1979-1996 and found that the frequency of the polynya events increased over that period with the continued reduction in the central Arctic ice coverage. The North Water polynya is an ideal location to study the moisture flux because there has been evidence of large turbulent exchanges at least an order of magnitude larger than the exchange over the sea ice [Maykut, 1978] and there is often a downwind fetch that can exceed 100 km [Smith et al., 1990].
5.2 Calculation of the Moisture Flux over the North Water Polynya
2003-2009

We begin with a small-scale, pilot study in preparation for large-scale flux calculations over the entire Arctic region. The small-scale study calculates moisture fluxes from the North Water polynya and checks the accuracy of the satellite data. The moisture flux is calculated at the North Water polynya for a series of events during the 2003-2009 period (Figure 21) using the input parameters classified in Table 5. We calculate the moisture fluxes over the North Water polynya using the Launiainen and Vihma [1990] model.

Figure 21. Maps of the Arctic region (left) and the North Water polynya study area (right). Red signifies land, the white line is the transect line used in this study, and all other colors correspond to ice concentration (%). The figure on the right shows an area of 562,500 km².
Table 5. Classifications of input data

<table>
<thead>
<tr>
<th>Input Parameters</th>
<th>Symbol</th>
<th>Source</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface Skin Temperature (C)</td>
<td>Ts</td>
<td>AIRS</td>
<td>Surface</td>
</tr>
<tr>
<td>Air Temperature (C)</td>
<td>Ta</td>
<td>AIRS</td>
<td>1000 hPa</td>
</tr>
<tr>
<td>Relative Humidity (%)</td>
<td>RH</td>
<td>AIRS</td>
<td>1000 hPa</td>
</tr>
<tr>
<td>Geopotential Height (m)</td>
<td>GH</td>
<td>AIRS</td>
<td>1000 hPa</td>
</tr>
<tr>
<td>Wind Speed (m/s)</td>
<td>V</td>
<td>ECMWF</td>
<td>10 m</td>
</tr>
<tr>
<td>Sea Surface Temperature (C)</td>
<td>SST</td>
<td>AMSR-E</td>
<td>Surface</td>
</tr>
<tr>
<td>Ice Concentration (%)</td>
<td>Ci</td>
<td>AMSR-E</td>
<td>Surface</td>
</tr>
<tr>
<td>Snow/ice surface roughness (cm)</td>
<td>$\xi$</td>
<td>Kwok et al., 2004</td>
<td>Surface</td>
</tr>
</tbody>
</table>

This calculation is carried out by first converting the surface temperature ($T_s$) or sea surface temperature (SST), depending on whether the surface is water or ice, and converting air ($T_a$) temperatures to the potential temperatures $\theta_s$ and $\theta_a$, and the average temperature $\theta_{mn}$.

$$\theta_s = T_s + 273.15 + 0.01(0)$$  \hspace{1cm} (36)

$$\theta_a = T_a + 273.15 + 0.01(GH)$$  \hspace{1cm} (37)

$$\theta_{mn} = \frac{\theta_s + \theta_a}{2}$$ \hspace{1cm} (38)

Then $\rho$ is calculated, which varies with $\theta_{mn}$.

$$\rho = \frac{349}{\theta_{mn}}$$ \hspace{1cm} (39)

The specific humidities at the 1000 hPa level ($q_c$) and at the surface ($q_s$) are calculated from $e_a$ and $e_s$.

$$q = \frac{0.622 e}{1013 - 0.378 e}$$ \hspace{1cm} (40)
where $e_a$ is computed from the saturation pressure at $\theta_a$ and the relative humidity at 1000 hPa (RH).

$$e_a = e(\theta_a) \times \frac{\text{RH}}{100} \quad (41)$$

The saturation pressure $e_s$ is calculated for $\theta_s$.

$$e_s = e(\theta_s) \quad (42)$$

Here $e$ is the saturation pressure of water vapor.

$$e = e^{\left(\frac{-6763.6}{a} - 4.9283 \ln(a) + 54.23\right)} \quad \text{for } \theta > 273.15 \quad (43)$$

$$e = e^{\left(\frac{6141}{a} + 24.3\right)} \quad \text{for } \theta < 273.15 \quad (44)$$

The same steps are taken to calculate the moisture flux that are described in section 4.3.2.

### 5.3 Error Estimates for the North Water Polynya

Errors in the moisture flux calculations arise from uncertainties in the input parameters, specifically the surface temperature, air temperature, relative humidity, wind speed and geopotential height. We incorporate typical uncertainties for each of the input parameters in Table 5. The surface and air temperature data sets from AIRS include error estimates [Susskind and Blaisdell, 2010], which we applied to calculate the average moisture flux errors for each polynya event. The AIRS error estimates are based on 16 different internal convergence tests, the values of which are multiplied by a matrix that differs for non-frozen ocean and land/ice cases. The coefficients for these matrices were created using AIRS retrievals and ECMWF 3-hour forecasts on September 24, 2004.
The relative humidity data set from AIRS did not include any error estimate, but the relative humidity data have been shown to have a 20% error [Tobin et al., 2006, Gettelman et al., 2006]. The relative humidity uncertainty estimates are representative of this region. Tobin et al. [2006] used humidity profiles taken from three Atmospheric Radiation Measurement (ARM) program sites that Aqua overflew. One of these sites was in North Slope of Barrow, Alaska; although the site is not on the sea ice, it is along the coast of the Arctic Ocean. The average geopotential height error is calculated from the AIRS data. Estimating uncertainties for the ECMWF wind speed has proven challenging because errors have not been accurately determined at this time for the Arctic. Following Lupkes et al. [2010] we assume an estimated uncertainty of 0.6 m/s for wind speeds for this study. SSTs from AMSR-E have an error of 0.58°C (Wentz and Meissner, 2000). When SST data are not available (near coastlines or ice edges), SSTs are set to -1.8°C and have an error of 0.2°C. The accuracy of the water vapor transfer coefficient $C_E$ over the open sea is probably no better than ±20% [Cronin et al., 2006].

AIRS temperature and humidity profiles are created from different wavelengths. The temperature profile uses channels in the CO2 Q branch, which occurs at 667 cm⁻¹ because it is sensitive to temperature variations at altitudes up to 1 hPa pressure level. 147 channels in this branch are used in the first estimation of the temperature profile. The humidity profile is created using channels on the peaks of some of the strongest absorption features in the 6.7 µm water vapor band. The temperature profile is then updated using 7 out of the 66 channels that the humidity profile uses to produce more accurate estimates. Hence AIRS temperature and humidity are almost independent of each other. We assumed that the variables were uncorrelated and this allows us to make an error estimate.
where the derivative of the moisture flux with respect to each variable \( \frac{dE}{dx} \) is computed, squared and multiplied by the square of the error attributed to that variable. These are summed up for each variable, and the square root of the sum is the error estimate for the moisture flux. The largest uncertainties will arise from the uncertainty in the air temperature, with smaller contributions to the uncertainty due to the relative humidity, the geopotential height, the surface temperature, and the wind speed.

Another large source of error will come from the surface temperature of the ice. The sensors have a hard time distinguishing between the clouds and the ice surface because they are both very cold, whereas other surfaces such as the tropical ocean would be much warmer than the cloud top, so that the sensor could tell the two apart. The algorithm or cloud detection tests might not detect clouds over the ice and will give back an erroneous ice surface temperature, which is really the cloud top temperature. Ice surface temperature will have larger errors than over other surfaces at lower latitudes. This error would most likely affect the accuracy of the surface specific humidity over the ice, which is calculated via the surface temperature. Another source of error could arise from the coarse vertical resolution of the AIRS instrument. The geopotential heights of the 1000 hPa surface can at time be almost 100 meters and this could produce errors in our calculations.

The error estimates were calculated via equation 45 for the input parameters and the errors and results are shown in Table 6.

\[
\sigma_E^2 = \sum \sigma_x^2 \left( \frac{\partial E}{\partial x} \right)^2
\]

(45)
Table 6. Sensitivity of the ocean-atmosphere moisture flux to different input uncertainties.

<table>
<thead>
<tr>
<th>Variable (x)</th>
<th>dp/dx</th>
<th>σ_x</th>
<th>σ_x dp/dx</th>
</tr>
</thead>
<tbody>
<tr>
<td>T_a (K)</td>
<td>2.77x10^{-3}</td>
<td>3.81</td>
<td>1.06x10^{-2}</td>
</tr>
<tr>
<td>T_s (K) (65%) *</td>
<td>2.77x10^{-3}</td>
<td>3.80</td>
<td>1.05x10^{-2}</td>
</tr>
<tr>
<td>SST (K) (35%) *</td>
<td>2.77x10^{-3}</td>
<td>0.2</td>
<td>5.54x10^{-4}</td>
</tr>
<tr>
<td>GH (m)</td>
<td>2.77x10^{-3}</td>
<td>4.45</td>
<td>1.32x10^{-4}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable (x)</th>
<th>dq_s/dx</th>
<th>σ_x</th>
<th>σ_x dq_s/dx</th>
</tr>
</thead>
<tbody>
<tr>
<td>T_s (K) (65%)</td>
<td>1.97x10^{-3}</td>
<td>3.80</td>
<td>7.49x10^{-3}</td>
</tr>
<tr>
<td>SST (K) (35%)</td>
<td>1.97x10^{-3}</td>
<td>0.2</td>
<td>3.94x10^{-4}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable (x)</th>
<th>dE/dx</th>
<th>σ_x</th>
<th>σ_x dE/dx</th>
</tr>
</thead>
<tbody>
<tr>
<td>P (kg m$^{-3}$)</td>
<td>1.76 x 10^{-3}</td>
<td>1.17</td>
<td>2.06 x 10^{-3}</td>
</tr>
<tr>
<td>C_E</td>
<td>2.07x10^{-2}</td>
<td>1.6x10^{-3}</td>
<td>8.28 x 10^{-6}</td>
</tr>
<tr>
<td>U (m s$^{-1}$)</td>
<td>5.64 x 10^{-6}</td>
<td>0.6</td>
<td>3.38 x 10^{-6}</td>
</tr>
<tr>
<td>q_s (g kg$^{-1}$)</td>
<td>6.28 x 10^{-3}</td>
<td>0.52</td>
<td>3.27x10^{-3}</td>
</tr>
<tr>
<td>q_a (g kg$^{-1}$)</td>
<td>6.28 x 10^{-3}</td>
<td>0.71</td>
<td>4.46x10^{-3}</td>
</tr>
<tr>
<td>σ_E (g m$^{-2}$ s$^{-1}$)</td>
<td>5.56x10^{-3}</td>
<td>2.30x10^{-2}</td>
<td></td>
</tr>
<tr>
<td>&lt;E&gt; (g m$^{-2}$ s$^{-1}$)</td>
<td>2.30x10^{-2}</td>
<td>2.30x10^{-2}</td>
<td></td>
</tr>
</tbody>
</table>

* The surface temperature errors the average ice concentration to utilize the errors of both the surface temperature from AIRS and the SSTs.

Using this method, the uncertainty of the moisture flux, averaged over all polynya events, was calculated to be 5.56 x 10^{-3} g m^{-2} s^{-1}. Compared to the average moisture flux of 2.30 x 10^{-2} g m^{-2} s^{-1}, this amounts to a relative error of 25%. This is a small error compared to the range of moisture fluxes between the polynya events.
5.4 Comparisons of the North Water Polynya study with similar studies and ECMWF

We compared our results with other moisture flux estimates using in situ data during the 2003-2009 time period. This is done for the North Water Polynya with the results of Raddatz et al. [2010].

There were no field campaigns during the 2003-2009 study period for the North Water polynya, but during January – June 2008 there was a field campaign and study done of Canada’s Cape Bathurst flaw-lead/polynya region. Raddatz et al. [2010] used hourly microwave radiometric profiles of absolute humidity and temperature taken aboard an icebreaker to study the atmospheric boundary layer. They used these observations to calculate the moisture flux from the surface in the winter, which they classified as January 1 – March 31. During this period they calculated moisture fluxes ranging from $3.01 \times 10^{-4} \text{ g m}^{-2} \text{ s}^{-1}$ to $3.60 \times 10^{-3} \text{ g m}^{-2} \text{ s}^{-1}$. We used AIRS data from January 1 – March 31 for this region to calculate the moisture flux using the same method described previously and we obtained values of $1.46 \times 10^{-7} \text{ g m}^{-2} \text{ s}^{-1}$ to $3.66 \times 10^{-3} \text{ gm}^{-2} \text{s}^{-1}$. Their measurements were made at a single point over the polynya, whereas ours were computed on a 25 by 25 km grid, which occasionally also included sea ice. This explains our much smaller minimum moisture flux. The fact that our calculated maximum values fit so well with those from Raddatz et al. [2010] is very encouraging.

We further compared our results with those from the 0.73° by 0.73° ECMWF ERA-Interim full resolution reanalysis data sets for the January 2003 event (http://data-portal.ecmwf.int/data/d/interim_full_daily/). AIRS humidity data over the open ocean,
including polynyas, if large enough to be resolved by the model grid, have been assimilated to ERA-Interim only since April 2003, but only under clear-sky conditions [Dee et al., 2011]. Further, the effect on the analysis is small: the down-weighting of the AIRS data is coupled with the fact that the ERA-Interim humidity analysis is highly constrained by other satellite observing systems [McNally et al., 2006]. The specific humidity for AIRS was compared with the specific humidity from ERA-Interim (Figure 22). These were calculated from AIRS relative humidity and air temperature and from ERA-Interim dew point and air temperatures. The specific humidity of AIRS was larger than that of ERA-Interim on most of the days. Specifically, on days 2-6 Figure 22 shows clearly identifiable differences even quite far from the North Water polynya. On days 3-6 the absolute difference is up to 1 g kg\(^{-1}\) over the polynya region, which corresponds to a relative difference of about 100%. The average specific humidity over the polynya for AIRS was 0.56 g kg\(^{-1}\) and for ERA-Interim was 0.47 g kg\(^{-1}\) over the 11-day period.

![Figure 22](image)

Figure 22. Comparison of AIRS and full resolution ECMWF specific humidity (g kg\(^{-1}\)) for the 2003 polynya event (1/9/2003 – 1/19/2003). A) AIRS specific humidity, B) ECMWF specific humidity, C) Difference between AIRS specific humidity and ECMWF specific
humidity. Land is black.

The ice concentration from AMSR-E was compared with that of ERA-Interim for the 2003 polynya (Figure 23). Due to its coarse resolution (1.5° x 1.5°), the ERA-Interim sea ice concentration is less accurate than that of AMSR-E (25km x 25km). The ERA-Interim ice concentrations are lower in the vicinity of the North Water polynya on days 4-6, but it appears that this area of lower ice concentration does not fluctuate throughout the event, having an average of 62% ice concentration. The AMSR-E ice concentration for the polynya ranges from 56-77%. This can be seen in Figure 21c where there are large ice concentration differences. The ice concentration is very similar over the thick ice pack, but there are many discrepancies over the polynya. For ERA-Interim, the ice concentration starts out too low, before the polynya is even open, and then does not reduce its size in day 8-9 when the polynya is actually much smaller. The polynya produced by ERA-Interim ice concentration data is much larger than what is produced by AMSR-E, which can create problems in computing the moisture flux.
The ERA-Interim data for air temperature, surface temperature, dew point temperature, wind speed and ice concentration are used along with the method described in the text to calculate the moisture flux. Due to the large inaccuracies with the ERA-Interim ice concentration for the North Water polynya, result in moisture flux estimates with some errors. This can be seen in Figure 24 where AIRS and ECMWF moisture fluxes are compared for the 2003 polynya. The moisture flux of AIRS follows the normal pattern of the North Water polynya, in which size and moisture fluctuates throughout the event. The moisture flux for ECMWF starts out small, but from day 4 onward the area with a large flux remains constant and too large; also the maximum values are occasionally too large. The specific humidity was less for ERA-Interim and the erroneous ice concentration causes the moisture flux over the polynya to be an average of $4.90 \times 10^{-3} \text{ g m}^{-2} \text{ s}^{-1}$ smaller than that for AIRS. AIRS had an average moisture flux over the polynya that was 16% larger than ERA-Interim, which had an average of $2.52 \times 10^{-2} \text{ g m}^{-2} \text{ s}^{-1}$. When comparing the moisture flux over the entire study region, ERA-Interim does in fact have a larger moisture flux, but this is due to the ice concentration. The moisture flux appears to be more reliable from AIRS because of the more accurate ice concentrations. This supports the idea that the AIRS instrument can accurately capture even smaller features in the Arctic sea ice pack.
Figure 24. Comparison of AIRS moisture fluxes with full resolution ECMWF moisture fluxes for the 2003 North Water polynya event. A.) Calculated AIRS moisture flux (g m$^{-2}$ s$^{-1}$), B.) Calculated ECMWF moisture flux (g m$^{-2}$ s$^{-1}$), C.) Difference between the AIRS and the ECMWF moisture flux (g m$^{-2}$ s$^{-1}$). Black is land.

Finally, the AIRS moisture flux was compared with the full resolution moisture flux product that is produced by ERA-Interim for the 2003 polynya event (Figure 25). In this figure, the ERA-Interim moisture flux follows the pattern of AIRS more closely than what we produced using the variables from ERA-Interim, but the polynya area is often too large and the magnitude of the moisture flux over the polynya is too small in the ERA-Interim product. The average area of the polynya produced by ERA-Interim is 70% larger than that produced by AMSR-E, owing to the larger moisture flux over the entire study region. The average moisture flux over the polynya produced by ERA-Interim is $1.46 \times 10^{-2}$ g m$^{-2}$ s$^{-1}$, which is 51% smaller than our AIRS moisture flux over the polynya. The ERA-Interim magnitude is not large enough over the polynya, but over the solid ice pack the moisture fluxes are nearly identical. Possible reasons for these differences are due to the relatively poor quality of ERA-Interim ice concentration over the polynya and
differing moisture flux algorithms. However when the average moisture flux over the entire study area is compared, the ERA-Interim moisture flux product is 11% larger in magnitude than that for AIRS. The average moisture flux over the entire region for ERA-Interim is $4.92 \times 10^{-3}$ g m$^{-2}$ s$^{-1}$ and for AIRS is $4.48 \times 10^{-3}$ g m$^{-2}$ s$^{-1}$. The reason for this is that the ERA-Interim ice concentration for the polynya is larger in area, creating a larger area of elevated moisture flux.

Figure 25. Comparison of AIRS moisture fluxes with full resolution ECMWF moisture fluxes for the 2003 North Water polynya event. A.) Calculated AIRS moisture flux (g m$^{-2}$ s$^{-1}$) using the Monin-Obukhov similarity theory, B.) ECMWF moisture flux (g m$^{-2}$ s$^{-1}$), C.) Difference between the AIRS and the ECMWF moisture flux (g m$^{-2}$ s$^{-1}$). Black is land.

To further validate our moisture flux estimates we compared our results to other studies of polynyas and leads in the Arctic and Antarctic. The moisture flux from each individual polynya event depends on the unique meteorological conditions at the specific time and location, but we expect some general consistency among the observations. Moisture fluxes from 13 studies are listed in Table 7. These 13 studies span the Arctic and
Antarctic, leads and polynyas, in situ and model data, and cover years from the 1970’s to the 1990’s. Values of the moisture fluxes for our study fall within the values from the other studies listed in the table. The 2004 polynya had a very similar computed moisture flux to those from the Weddell Sea [Launianen and Vihma, 1994] and the Mertz Island Glacier [Roberts et al., 2001], with $2.74 \times 10^{-2}$ g s$^{-1}$ compared to $2.72 \times 10^{-2}$ g s$^{-1}$. The Northeast Water Polynya in the Willmott et al. [1997] study had an area of 4,200 km$^2$, which most closely resembled the 2005 North Water Polynya of 5,555 km$^2$. The comparisons for the magnitude of the moisture fluxes were $4.86 \times 10^7$ g s$^{-1}$ and $8.04 \times 10^7$ g s$^{-1}$, with the Northeast Water Polynya having a significantly smaller moisture flux because measurements were made in April and May where turbulent fluxes are much smaller than in the winter months. Renfrew et al. [2002] studied coastal polynyas in the Weddell Sea, having an area of 13,000 km$^2$, which is roughly the same size as the 2006, 2008 and 2009 North Water Polynyas. Even though the coastal Weddell Sea polynyas are slightly smaller in size it shows good agreement with our results having $2.60 \times 10^8$ g s$^{-1}$ compared to our estimates of $4.25 \times 10^8$ g s$^{-1}$, $2.14 \times 10^8$ g s$^{-1}$, and $2.38 \times 10^8$ g s$^{-1}$. The 2003 North Water Polynya is the most comparable to the Mertz Glacier Polynya [Roberts et al., 2001] in size and the fact that both polynyas occurred during the winter months. The 2003 North Water polynya had an area of 26,500 km$^2$ with a moisture flux of $7.97 \times 10^8$ g s$^{-1}$ and the Mertz Glacier Polynya had an area of 23,000 km$^2$ with a moisture flux of $6.26 \times 10^8$ g s$^{-1}$. The Mertz Glacier Polynya was only 86% of the size of the 2003 polynya, and lost roughly 78% of the amount of moisture as the 2003 North Water polynya, showing that our estimates are reasonable. The fact that all of our calculated moisture fluxes agree
with other moisture fluxes measured or calculated using in situ and moisture flux calculations.

Table 7. Comparisons of Moisture Fluxes x 10⁻³ (g m⁻² s⁻¹)

<table>
<thead>
<tr>
<th>Study</th>
<th>Region, Time of Year, Year</th>
<th>Data Type/Spatial Size</th>
<th>Length or Area</th>
<th>Moisture Flux x 10⁻³ (g m⁻² s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>This study: Boisvert et al., 2012</td>
<td>North Water, Jan/Feb, 2003-2009</td>
<td>AIRS, ECMWF 25km²</td>
<td>17,338 km² (average) 5,555-33,350 km²</td>
<td>2.30 (average) 1.45– 3.19</td>
</tr>
<tr>
<td>Andreas et al., 1979</td>
<td>Leads, Arctic, March/April, 1974</td>
<td>AIDJEX Lead Experiment In situ/point measurement</td>
<td>20 km</td>
<td>2.09</td>
</tr>
<tr>
<td>Den Hartog et al., 1983</td>
<td>Dundas Island, Arctic, March, 1980</td>
<td>In situ/point measurement</td>
<td>0.3-0.7 km</td>
<td>2.04</td>
</tr>
<tr>
<td>Gultepe et al., 2003</td>
<td>Polynya, Beaufort Sea, April, 1998</td>
<td>FIRE ACE Experiment, In situ/point measurements, flights over 68-71.5°N lat x 133-139°W lon</td>
<td>17-65 km</td>
<td>1.60</td>
</tr>
<tr>
<td>Kurtz % Bromwich, 1985</td>
<td>Antarctica, Winter, 1985</td>
<td>In situ/point measurement</td>
<td>1,300 km²</td>
<td>2.72</td>
</tr>
<tr>
<td>Launianen &amp; Vihma, 1994</td>
<td>Weddell Sea, Antarctic, 1990-1992</td>
<td>5 buoys drifting from 50-75°S lat x 0-60°W lon</td>
<td>10⁶ km²</td>
<td>3.19</td>
</tr>
<tr>
<td>Pinto et al., 1995</td>
<td>Wide Arctic Lead</td>
<td>1-D model, 100m</td>
<td>0.1 km</td>
<td>2.12</td>
</tr>
<tr>
<td>Pinto et al., 1999</td>
<td>Arctic Leads, November, 1997</td>
<td>In situ, SHEBA, 80 km</td>
<td>N/A</td>
<td>2.00</td>
</tr>
<tr>
<td>Pinto et al., 2003</td>
<td>Lead, Beaufort Sea, Late April</td>
<td>In situ, SHEBA, 5 km</td>
<td>0.4 km</td>
<td>1.20</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Study</th>
<th>Location</th>
<th>Methodology</th>
<th>Area</th>
<th>Moisture Flux</th>
</tr>
</thead>
<tbody>
<tr>
<td>Renfrew et al., 2002</td>
<td>Weddell Sea Polynya, Antarctic, 1992-1998</td>
<td>SSM/I, in situ, NCEP/NCAR, models, 6.25 km²</td>
<td>13,000 km²</td>
<td>2.00</td>
</tr>
<tr>
<td>Roberts et al., 2001</td>
<td>Mertz Glacier Polynya, Antarctica, August, 1999</td>
<td>In situ from airborne flights, 30 km</td>
<td>23,000 km²</td>
<td>2.72</td>
</tr>
<tr>
<td>Schnell et al., 1989</td>
<td>Lead, Central Arctic</td>
<td>Model</td>
<td>0.05-20 km</td>
<td>1.56 – 2.08</td>
</tr>
<tr>
<td>Willmott et al., 1997</td>
<td>Northeast Water Polynya, Arctic, April &amp; May, 1991</td>
<td>Monthly mean climatology, 79.5°N, 12.5°W</td>
<td>4,200 km²</td>
<td>1.16</td>
</tr>
</tbody>
</table>

5.5 Results

Since the North Water Polynya fluctuates throughout January and February, we chose the largest polynya each year, 2003-2009, and selected an 11-day period for each polynya event, starting with a day in which the polynya was either not present or had an ice concentration larger than 85%. In each case, the 11-day period ended with the polynya in the process of closing up or having an ice concentration larger than 85% (Table 8 and Figure 26). The moisture flux was calculated for each day during the polynya event using the method described by *Launiainen and Vihma* [1990] in *Boisvert et al.* [2012].

Table 8. North Water Polynya events
<table>
<thead>
<tr>
<th>Year</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
<th>All Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Moisture Flux x 10^3 (entire box) (g m^-2 s^-1)</td>
<td>4.75</td>
<td>3.13</td>
<td>0.58</td>
<td>2.89</td>
<td>4.75</td>
<td>2.20</td>
<td>1.50</td>
<td>2.78</td>
</tr>
<tr>
<td>Mean Moisture flux, polynya x 10^-2 (g m^-2 s^-1)</td>
<td>3.01</td>
<td>2.74</td>
<td>1.45</td>
<td>3.19</td>
<td>2.38</td>
<td>1.59</td>
<td>1.74</td>
<td>2.30</td>
</tr>
<tr>
<td>Mean of Max Moisture Flux x 10^-2 (g m^-2 s^-1)</td>
<td>4.91</td>
<td>4.81</td>
<td>1.90</td>
<td>4.49</td>
<td>4.44</td>
<td>2.64</td>
<td>2.91</td>
<td>3.73</td>
</tr>
<tr>
<td>Mean Polynya Size (km^2)</td>
<td>26500</td>
<td>15170</td>
<td>5555</td>
<td>13625</td>
<td>33350</td>
<td>13465</td>
<td>13693</td>
<td>17338</td>
</tr>
<tr>
<td>Correlation between polynya size &amp; mean moisture flux (R)</td>
<td>0.71</td>
<td>0.79</td>
<td>0.48</td>
<td>0.54</td>
<td>0.79</td>
<td>0.71</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>Mean Ice Concentration of polynya (%)</td>
<td>66.24</td>
<td>63.37</td>
<td>71.45</td>
<td>63.55</td>
<td>61.34</td>
<td>69.73</td>
<td>63.37</td>
<td>65.58</td>
</tr>
<tr>
<td>Correlation between ice concentration &amp; mean moisture flux (R)</td>
<td>-0.89</td>
<td>-0.86</td>
<td>-0.50</td>
<td>-0.93</td>
<td>-0.74</td>
<td>-0.88</td>
<td>-0.79</td>
<td></td>
</tr>
</tbody>
</table>
Figure 26. Maps of daily ice concentration [IC] (%) (top row) and moisture flux [MF] (kg/m$^2$/day) (bottom row) for each polynya event. All maps cover the same region as the polynya map of Figure 1. Black is land.
As expected, the calculated moisture fluxes over the solid ice pack were much lower than over the polynya (Figure 26). For example, the moisture flux over the solid ice before the 2003 polynya event was $4.63 \times 10^{-4}$ g m$^{-2}$ s$^{-1}$ as opposed to $3.01 \times 10^{-2}$ g m$^{-2}$ s$^{-1}$ over the polynya, which is almost seventy times larger. During the polynya event, the moisture from the polynya is transported over the ice via winds. Once the polynya has closed up, the moisture over the ice remains noticeably larger than before the polynya event. Thus the polynya altered the amount of moisture over the ice pack.

During the 2003 polynya event, which in many respects appears typical, the moisture flux starts out low (day 1) due to the solid ice pack; then once the polynya opens, the moisture flux begins to increase (days 2-3) (Figure 26). When the polynya reaches its largest size, the moisture flux is at its maximum and the moisture is transported via north winds into the Baffin Bay (day 4). These effects are seen for the next few days, with the maximum moisture flux area becoming smaller (days 5-7). As the polynya begins to close up, the moisture flux decreases over the entire region and the moisture flux from the polynya itself is reduced (days 8-11). Although each polynya event is unique, this sequence is roughly the same in each case. The amount of moisture transferred from the polynya to the atmosphere depends strongly on the ice concentration during the event; the less ice coverage, the larger the moisture flux for all years except 2005. The moisture flux is also dependent on the area of the polynya, which is defined as the enclosed area with ice concentration less than 85%. In most cases, the larger the size of the polynya the larger, the flux of moisture. However, the 2007 North Water polynya had the largest area at 33,350 km$^2$, but did not have the largest moisture flux, with $7.95 \times 10^8$ g s$^{-1}$. The 2003 polynya had an area only 80% of that in 2007, but the moisture flux was $2.30 \times 10^6$ g s$^{-1}$
greater than in 2007 (Table 8). The moisture flux depends on the ice concentration as well as on the area, and on the air temperature and moisture and the wind speed. There is also the issue of how the North Water Polynya is formed. Normally, it forms via northerly winds that channel through the Smith Sound, southward ocean currents, and oceanic upwelling. The winds and currents force the ice away from the ice bridge and upwelling helps to sustain lower ice concentrations [Morales Mequeda et al., 2004]. Variations in these factors, for example an increase in the winds and a decrease in the upwelling, could create a smaller polynya with a larger moisture flux, like that seen in 2006.

For each polynya event a transect from the northeast to the southwest through the polynya was studied to understand how the moisture flux progressed over time (Figure 27). The transect, the white line in Figure 21, begins from Greenland in the northeast and ends near Baffin Island in the southwest. The polynya begins to form and opens up right along the coast in this particular case. This transect was chosen because it passes through the longest fetch of the polynya. On February 9, 2006, the polynya was not present and the moisture flux was very low and uniform, only amounting to 5.56 x 10^{-3} \text{ g m}^{-1} \text{ s}^{-1} as integrated over the entire transect (Figure 27). Once the ice pack began to break up on February 10th and 11th there was a dramatic increase in the amount of moisture exchanged (1.14 \times 10^{-1} \text{ and } 9.53 \times 10^{-2} \text{ g m}^{-1} \text{ s}^{-1} \text{ integrated over the entire transect}), and the moisture flux was increased over the ice pack. On February 15-16, the polynya was at its largest area and the integrated moisture flux over the entire transect reached 6.29 \times 10^{-1} \text{ g m}^{-1} \text{ s}^{-1}. During these days there was a larger flux of moisture over the sea ice. From February 10 to February 16 the peak of the moisture flux curve moved along the transect from the northeast to the southwest towards the thick ice pack. The polynya closed up
rapidly over the course of a day, and by February 17 and 18 the moisture flux had
decreased significantly, down to $7.66 \times 10^{-2} \text{ g m}^{-1} \text{s}^{-1}$ integrated over the transect. Before
the polynya opened up there was relatively no flux of moisture between the surface and
the atmosphere due to the insulating sea ice, but once the polynya opened up, a large
exchange of moisture from the ocean to the atmosphere occurred (Figure 27).
Figure 27. Transects of the moisture flux (kg/m²day) for the 2006 polynya event (black curve). Red line signifies moisture flux; blue line signifies ice of ≥ 85% concentration, no line signifies the polynya.
Although only one example is shown here, each polynya event behaves qualitatively similarly to the 2006 event, although with different flux magnitudes. The total moisture flux from the polynya, integrated over the transect and the duration of the polynya event, ranged from a low value of 4.60 x 10^{-1} g m^{-1} in 2005 (light blue line in Figure 28) to a high value of 3.01 g m^{-1} in 2007 (orange line in Figure 28). The reasons for these differences include differences in the wind speed and air specific humidity as well as in the size and duration of the polynya event. For the entire polynya, the moisture flux was the greatest out of all the years in 2006 and the smallest in 2005.

The integrated moisture flux over the transect had a qualitatively similar pattern for each polynya event (Figure 28). At the beginning of each event, the integrated moisture flux along the transect is low, averaging 4.46 x 10^{-2} g m^{-1} s^{-1}. The integrated moisture flux over the transect increases as the polynya opens, with its maximum value averaging 4.26 x 10^{-1} g m^{-1} s^{-1} over the different polynya events. After reaching its maximum, the integrated moisture flux over the transect either drops off gradually or sharply, depending on the year, until the last day of the event, when the average integrated moisture flux decreases to 8.37 x 10^{-2} g m^{-1} s^{-1}. Differences arise from year to year depending on how long the moisture flux remains elevated. For instance, in 2003 (black line in Figure 28), the integrated moisture flux remained high from day 1 to day 5, whereas in 2008 (red line in Figure 28) it only remained elevated on days 3-5. The polynya in 2006 behaved differently from the other years because it reached its maximum at day 8 and then dropped off gradually, whereas in the other years the maximum occurred around day 4 and the drop off was more gradual.
5.6 Summary

For the first time, the moisture flux has been calculated for the North Water Polynya using instruments onboard the Aqua satellite. One polynya event was chosen for each year 2003-2009, allowing us to examine differences in moisture fluxes between individual events and to have multiple events to include in our error estimates. The moisture flux was calculated using the bulk aerodynamic formulas of Launiainen and Vihma [1990]. AIRS and AMSR-E have the ability to detect small-scale features as well as their atmospheric effects, so that they can also be used to study polynyas over large spatial and temporal scales. Using this approach, the moisture flux produced by the polynyas can be studied in detail. Although the examined polynya events differ, the moisture flux behaves in a similar fashion in each of them, beginning with low values,
increasing to its maximum when the polynya reaches its largest area, and decreasing as the polynya closes back up. The moisture flux over the most compact ice is often five times smaller before the polynya opens than after it closes, as a result of the moisture that enters the atmosphere during the polynya’s presence.

The uncertainties of our moisture flux estimates are calculated to be only 25%, which is quite encouraging. Comparing our moisture flux calculations with those of Raddatz et al. [2010], we had very similar results with a difference of $5.79 \times 10^{-5}$ g m$^{-2}$ s$^{-1}$ on the upper bound and a difference of $3.01 \times 10^{-4}$ g m$^{-2}$ s$^{-1}$ on the lower bound during the time period. The AIRS moisture flux is an improvement to the ERA-Interim moisture flux because of the improved accuracy of temperature and humidity profiles from AIRS and the higher resolution of AMSR-E ice concentration, which allows for larger and more accurate moisture flux estimates to be made over the polynya. Comparing our moisture flux estimates to those reported in studies on other polynyas, we find that our fluxes fall within one standard deviation of the average of the other studies.

In the next chapter we will expand our moisture flux calculations to the entire Arctic, in order to observe larger-scale effects of changing sea ice and atmospheric conditions on moisture fluxes over the period of Aqua satellite observations.
Chapter 6: Moisture flux over the entire Arctic

6.1 Background

Recent studies show increases in the amount of water vapor in the Arctic troposphere, though time periods, data and methods vary [Dee et al., 2011; Screen and Simmonds, 2010; Rinke et al., 2009; Serreze et al., 2012], and it is not clear if these increases are due to an increase in the evaporation in the Arctic or an increase in the atmospheric transport of moisture from lower latitudes to the Arctic. Increases in the air relative humidity can warm up the lower atmosphere via the release of condensation heat in cloud formation, and an increase in the air specific humidity causes warming because water vapor is a greenhouse gas. Thus, excess moisture can increase ice ablation and will cause the ice pack to be more vulnerable in the following years.

As in the previous chapter, the moisture flux is defined as the vertical flux of water vapor due to atmospheric turbulent transport [Boisvert et al., 2012]. It is affected by the difference between the saturation specific humidity corresponding to the surface temperature of the ocean or sea ice and the air specific humidity close to the surface, as well as by three factors affecting the intensity of the turbulent exchange: wind speed, surface roughness and thermal stratification [Launiainen and Vihma, 1994].

Large-scale moisture fluxes are available in various atmospheric model reanalysis, but these are known to have discrepancies in the moisture variables [Cullather et al., 2000; Jakobson and Vihma, 2010; Lüpkes et al., 2010; Jakobson et al., 2012]. Using
satellite data on air moisture in order to calculate the moisture flux would allow an alternative approach for large-scale moisture flux estimates over the Arctic.

We have taken full advantage of such data from Aqua to calculate and study recent changes in the moisture flux over the entire Arctic from 2003-2011. Since our method has proven accurate, having 20% uncertainties in our estimates and has been validated via comparisons with Tara data (see 5.3 and 5.4), and demonstrates that the satellite data has the resolution and accuracy needed to compute the moisture flux, we have expanded our study to the entire Arctic. The study area for the entire Arctic is shown in Figure 29. The same approach to calculate the moisture flux over the North Water polynya will be taken to calculate the moisture flux over the entire Arctic except that we will use our updated method described in 4.2.3. We calculate the moisture flux for each day over the 2003-2011 period.

We will use the melt and freeze onset datasets from Markus et al. [2009] to distinguish between summer and winter for each pixel. The summer parameterizations will be used from the first day that the melt onset begins until the first day that the freeze onset begins. The winter parameterizations will be used for all of the other days. In order to apply the snow/ice surface roughness needed to calculate the $C_D$, the ice concentration is used to determine which pixels contain first-year or multi-year ice.

Once this has been completed then we can look at the moisture flux over the entire Arctic on a yearly, seasonal and monthly basis to look for variability and changes that have occurred over all and between the years in the study. The seasons will be split up into Winter (January, February and March), Spring (April, May and June), Summer (July, August and September) and Fall (October, November and December). The moisture flux
will also be evaluated for regions 4-10 pictured in Figure 29 to study changes on a regional level.
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Figure 29. Illustration of the Arctic and its different regions. [Markus et al., 2009]
1) Sea of Okhotsk, 2) Bering Sea, 3) Hudson Bay, 4) Baffin Bay, 5) East Greenland Sea, 6) Kara/Barents Seas, 7) Central Arctic, 8) Canadian Archipelago, 9) Laptev/East Siberian Seas, 10) Chukchi/Beaufort Seas

6.2 Validation of the moisture flux for the entire Arctic

Using the surface temperature from the Tara drifting station, we were able to access the accuracy of AIRS surface temperature in the Arctic to improve our moisture flux error estimates. The surface temperature from AIRS was taken for each 625 km² pixel that corresponded to the daily latitude and longitude of the Tara drifting station from April 1, 2007 until September 20, 2007 (Figure 30). The surface temperature from AIRS had a warm bias of 1.06 °C owing to Tara reporting 0 °C from day 160 (June 9, 2007) until day
230 (August 18, 2007). Since Tara was on an ice floe it measured the temperature of the ice in the summer months, where as AIRS measured the surface temperature over 625 km$^2$, which had open water during these summer months. Regardless, the root square mean uncertainty was found to be 2.70 °C and the temperatures from Tara and AIRS were highly correlated with $R^2 = 0.81$ (Figure 31). There was no overall bias in the estimates, but there is much larger variability in the Aqua satellite data compared to the in situ data.

Figure 30. Surface temperature from AIRS and the Tara drifting station from April 1, 2007 until September 20, 2007. AIRS is the black line and Tara is the red line.
In order for our estimate of the 2m specific humidity to be accurate, the 1000 hPa relative humidity from AIRS must be accurately observed and our updated Monin-Obukhov similarity theory must be valid when applied to a level higher than 2m. This validation is done using 2m specific humidity observations from the Tara drifting station [Vihma et al., 2008], which drifted in the central Arctic (location 7, figure 29). The 1000 hPa relative humidity from AIRS was taken for each 625 km² pixel that corresponded to the daily latitude and longitude of the Tara drifting station from April 1, 2007 until September 20, 2007 (see Figure 32). Since the 1000 hPa geopotential heights during this period range from -101 m to 243 m, the relative humidity is used to calculate the specific
humidity and is then integrated to the standard 2m height using the Monin-Obukhov theory. This is what is done in all of our moisture flux calculations.

Figure 3. The 2m specific humidity (kg kg\(^{-1}\)) from AIRS (black line) and Tara drifting station (red line) from April 1 until September 20, 2007.

The RMS error for the AIRS 2m specific humidity was 4.57 \times 10^{-4} \text{ g kg}^{-1}, equating to a 20% error from the Tara 2m specific humidity. The 2m AIRS and Tara specific humidity were also highly correlated, having an R-value of 0.86. This is very encouraging for two reasons: a) the point measurements at Tara are compared against the 625km\(^2\) pixel values of AIRS and still the errors are small and b) the average daily specific humidity from Tara was used to compare to AIRS. Since Aqua only passes over the exact location a few times a day, a more detailed validation could be done comparing the observations at exactly matching times, but this is out of the scope of this study. Our result is similar to the 20% error that Tobin et al. [2006] found using version 4 water vapor profiles from AIRS when comparing them to observations from Barrow, Alaska.

We also compared the specific humidity at the surface using the surface temperature from AIRS and the Tara drifting station during the same time period in order
to determine the error from AIRS between the surface and 2m specific humidity. This yielded a 16% error from the in situ observations at Tara, and we used this in our error estimation of the moisture flux.

6.3 Error estimates for the entire Arctic

Errors in the moisture flux calculations arise from uncertainties in the input parameters, specifically the surface and air specific humidity, wind speed, air density and the water vapor transfer coefficient. A 16% error was taken for the AIRS specific humidity, which we described in the previous section. An error of 0.8 m s\(^{-1}\) was chosen for the ERA Interim wind speed following Jakobson et al. [2012]. The accuracy of the water vapor transfer coefficient over the open sea is probably no better than ± 20% [Cronin et al., 2006]. The error of the air density was estimated from the errors in the surface temperature from AIRS (2.70K) and the SSTs (0.58K) following Wentz and Meissner [2000]. Average values of the calculated sensitivities, estimated uncertainties, and the final uncertainties for the entire Arctic from 2003-2011 are shown in Table 9. We assumed that the variables are uncorrelated, and this has allowed for us to make an error estimate by using (45).

Using this method and the uncertainties, the average error of the moisture flux in the Arctic was found to be 2.90 x 10\(^{-3}\) g m\(^{-2}\) s\(^{-1}\), which corresponds to about an 20.3% error overall. This is a small error when compared to the range of moisture fluxes in the Arctic during the 2003-2011 time period and we assume that our moisture flux estimates are valid.
Table 9. Sensitivity of the ocean-atmosphere moisture flux in the Arctic to different input uncertainties.

<table>
<thead>
<tr>
<th>Variable (x)</th>
<th>dE/dx</th>
<th>$\Sigma_x$</th>
<th>$\sigma_x$ dE/dx</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$ (kg m$^{-3}$)</td>
<td>3.22 x 10$^{-3}$</td>
<td>0.83</td>
<td>2.67 x 10$^{-2}$</td>
</tr>
<tr>
<td>$C_E$</td>
<td>2.70</td>
<td>3.20 x 10$^{-4}$</td>
<td>8.64 x 10$^{-4}$</td>
</tr>
<tr>
<td>$U$ (m s$^{-1}$)</td>
<td>6.48 x 10$^{-4}$</td>
<td>0.80</td>
<td>5.18 x 10$^{-4}$</td>
</tr>
<tr>
<td>$q_e - q_d$ (g kg$^{-1}$)</td>
<td>1.43 x 10$^{-2}$</td>
<td>4.80 x 10$^{-2}$</td>
<td>6.86 x 10$^{-4}$</td>
</tr>
<tr>
<td>$\sigma_E$ (g m$^{-2}$ s$^{-1}$)</td>
<td>2.90 x 10$^{-3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$&lt;E&gt;$ (g m$^{-2}$ s$^{-1}$)</td>
<td>1.43 x 10$^{-4}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6.4 Results

In Figure 33 we present the moisture flux per month integrated over the entire Arctic for 2003-2011 (the results from (33) are multiplied by the number of seconds in a month, by the pixel area of 625 km$^2$, and by the number of pixels. The area around the North Pole, where no data are available, is excluded). Figure 33 also shows separately the integrated moisture flux from the open ocean (0-15% ice concentration) and from the sea ice zone (15-100% ice concentration). The total moisture flux (black line) and the moisture flux from the ocean (red line) follow an annual cycle, but the moisture flux over the ice (blue line) does not. It is interesting to note that in the summer of 2007 when the sea ice concentration was the lowest on record that the moisture flux from the sea ice zone was much higher than normal. The amount of moisture exchanged between the surface and atmosphere is lowest in July because this is the time of the year when the air temperature and specific humidity are often close in magnitude, the average temperature and specific humidity differences being 3.9K and 0.013 kg/kg, respectively. When this occurs there is little exchange of moisture. The amount of moisture exchanged in July is on average only 17.2% of what is exchanged in October.
The total moisture flux for the entire Arctic for January, 2003 until September, 2011. The blue line is the moisture flux from the solid sea ice pack (15-100% ice concentration), the red line is the moisture flux from the ocean (0-15% ice concentration) and the black line is the moisture from both the sea ice pack and the ocean. Grey vertical lines separate the different years.

The total moisture fluxes are highest in October, with the majority of the moisture coming from the areas of open water (Figure 33). The reason for this is that in October there is still a large area of open water, specifically in the Chukchi/Beaufort and Laptev/E. Siberian Seas, which is warmer than the surface of the solid ice pack. In October the air temperatures begin to rapidly decrease, whereas the SSTs drop off much more slowly due to the large heat capacity of the ocean, creating temperature and specific humidity differences between the sea surface and air of around 7 K and 0.080 kg/kg and substantial moisture fluxes. But this trend is starting to shift towards warmer air temperatures extending into October, possibly due to larger areas of open water in the summer and warmer SSTs creating warmer air temperatures. In 2010, the air temperatures were larger than the surface values in an area extending from the E. Siberian Sea to the north coast of Greenland (Figure 34).
Figure 34. (Top) The 2m specific humidity and surface specific humidity (kg/kg) differences for the month of October for each year 2003-2010 for the entire Arctic. (Bottom) The 2m air temperature and surface temperature (K) differences for the month October for each year 2003-2010 for the entire Arctic. The grey is either the land or no data in both images.
These moisture fluxes remain elevated in the winter months because of the vertical differences in specific humidity that arise due to areas of leads and polynyas and larger areas of open water. They drop off rapidly in the spring and are the lowest in the summer months when the air is warmer than the surface and the air specific humidity is only slightly lower than that of the surface.

The amount of moisture put into the lower atmosphere in the Entire Arctic each year is decreasing 1.9 %/yr between 2003-2010, but it is not statistically significant (Figure 35). There are changes seen on a regional level, for instance in the Chukchi/Beaufort, Laptev/E. Siberian Seas, Canadian Archipelago and the Central Arctic there has been 35.97 kg/m², 20.6 kg/m², 19.15 kg/m² and 30.31 kg/m² of excess water added to the lower atmosphere between 2003-2010, respectively. Conversely, regions like the Kara/Barents Seas, East Greenland Sea and Baffin Bay are not releasing moisture as much as in the previous years, losing 20.6 kg/m², 2.8 kg/m² and 0.5 kg/m², respectively, between 2003-2010. Figure 30 shows the anomalies of yearly moisture flux, integrated over pixels 625 km² large, for 2003-2010. This figure shows that in years 2003, 2004, 2009, and 2010 the moisture flux anomalies were negative over most of the Arctic, whereas in years 2005, 2006, 2007 and 2008 they were positive. Since 2007, the regions of Baffin Bay, E. Greenland and Kara/Barents Seas have changed from a positive to a negative anomaly. Reasons behind these changes are discussed in the following section.
Figure 35. The difference between the yearly moisture flux and the average moisture flux from 2003-2010. Positive anomalies are shown in pinks, negative in blues. The grey is either the land or no data.

6.4.1 Monthly Trends

Looking at how the aerially integrated monthly moisture flux changes on a yearly basis, one sees a slightly different story. A linear regression was applied to the monthly total moisture flux and average ice concentration (15-100% ice) for each month from 2003-2011. For October – December the data records are only for 2003-2010. A statistical t-test was then performed on each linear regression to determine whether or not the trend seen in the data was due to actual changes in the variables as opposed to just random chance. Table 10 shows the moisture flux trends for each month. The total moisture flux,
summed over the ocean and sea ice, has decreased at the 95% confidence level in January (by 8.1%/yr), February (5.5%/yr) and December (7.1%/yr). During these months, the moisture flux is driven by areas where there is open water specifically the Kara/Barents Seas, E. Greenland Sea and Baffin Bay regions. In these regions, the 2m-air temperature has increased by 6.0 K and the specific humidity difference between the surface and the air has decreased by 0.055 kg/kg between 2003-2011, whereas the SSTs have increased less, only 1.3 K (Figure 36).

Table 10. Trends in monthly moisture flux from the entire Arctic during 2003-2011. Numbers highlighted in bold are statistically significant in the 95% confidence level.

<table>
<thead>
<tr>
<th>Month</th>
<th>Trend (kg/yr) (All)</th>
<th>Trend (kg/yr) (Ice)</th>
<th>Trend (kg/yr) (Ocean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>-4.04x10^{13}</td>
<td>-2.46x10^{12}</td>
<td>-3.79x10^{13}</td>
</tr>
<tr>
<td>February</td>
<td>-2.40x10^{13}</td>
<td>-1.53x10^{12}</td>
<td>-2.25x10^{13}</td>
</tr>
<tr>
<td>March</td>
<td>8.31x10^{12}</td>
<td>2.88x10^{12}</td>
<td>5.44x10^{12}</td>
</tr>
<tr>
<td>April</td>
<td>7.08x10^{12}</td>
<td>2.37x10^{12}</td>
<td>4.71x10^{12}</td>
</tr>
<tr>
<td>May</td>
<td>-2.57x10^{12}</td>
<td>1.32x10^{12}</td>
<td>-3.91x10^{12}</td>
</tr>
<tr>
<td>June</td>
<td>4.82x10^{11}</td>
<td>2.23x10^{12}</td>
<td>-1.74x10^{12}</td>
</tr>
<tr>
<td>July</td>
<td>-1.59x10^{12}</td>
<td>1.12x10^{12}</td>
<td>-2.71x10^{12}</td>
</tr>
<tr>
<td>August</td>
<td>7.40x10^{12}</td>
<td>7.47x10^{11}</td>
<td>6.65x10^{12}</td>
</tr>
<tr>
<td>September</td>
<td>4.43x10^{11}</td>
<td>-7.32x10^{11}</td>
<td>1.18x10^{12}</td>
</tr>
<tr>
<td>October</td>
<td>-1.68x10^{13}</td>
<td>-3.04x10^{12}</td>
<td>-1.37x10^{13}</td>
</tr>
<tr>
<td>November</td>
<td>6.58x10^{12}</td>
<td>3.11x10^{12}</td>
<td>3.97x10^{12}</td>
</tr>
<tr>
<td>December</td>
<td>-3.94x10^{13}</td>
<td>-4.11x10^{12}</td>
<td>-3.53x10^{13}</td>
</tr>
</tbody>
</table>

Figure 36 shows many interesting anomalies between the 2m air and surface temperatures and specific humidities, which warrant more discussion. On average, in
summer the air is much warmer than the sea surface, but the surface specific humidity is still larger than the air specific humidity in the Kara/Barents Seas, E. Greenland Sea and Baffin Bay regions (black line), whereas in the fall and winter months the open sea surface is much warmer than the air and the specific humidity at the surface is much larger than at 2m. However, there has been a major anomaly during this study period in the winter of 2010-2011, when the temperature differences in these regions were very small. In the other regions of the Arctic (red line), the surface and air temperatures are close to each other in summer, because both are close to the freezing point. In winter, when regions 7-10 are covered by sea ice, the surface is often much colder than the air above, due to the negative radiation balance and generation of a surface-based temperature inversion [e.g., Serreze et al., 1992]. Recently, however, there have been large inter-annual variations. These might be related to changes in the heat advection, cloud cover, and ice concentration [e.g., Stroeve et al., 2012] but these are out of the scope of our paper.
Figure 3.6. Top: Average temperature differences for the surface and 2m, monthly from January 2003 until September 2011. Bottom: Average specific humidity differences for the surface and 2, monthly from January 2003 until September 2011. The black line is the average difference for regions 4,5, & 6 in Figure 1. The red line is the average difference for regions 7, 8, 9, & 10 in Figure 1. The grey lines differentiate between years.

The large increase in air temperature has been accompanied by a decrease in the specific humidity difference between the surface and air in January (Figure 37), which drastically decreases the moisture flux. The temperature and specific humidity differences in the winter over the ice pack have also decreased over the time period, and in 2010 and 2011 they were on average -2.0K and 0.002 kg/kg. Since the monthly mean air specific humidity is practically the same as the ice surface specific humidity, there is very little
exchange of moisture occurring. The positive moisture flux anomalies increased from 2003 until 2007 and these positive anomalies changed to more negative anomalies from 2007-2011. The same was seen in February and December, but only January data are shown here (Figure 37).

Figure 37. Left: Specific humidity (kg/kg) differences between the surface and 2m for January for 2003-2011. Right: Moisture flux anomalies (yearly minus the average moisture flux) from 2003-2011. Pinks are positive anomalies and blues are negative anomalies. Grey is either land or no data.

The moisture flux is increasing in March – September, although none of these increases are statistically significant. On average, the total moisture flux during these months is small, accounting for 32% of the total moisture flux in October. In these spring and summer months, the ice concentration is also decreasing at the 95% confidence level. In spring (April, May and June), the ice pack is losing 0.4% ice concentration per year, meaning that the ice pack is beginning to break up earlier exposing some of the ocean to
the atmosphere. When this occurs the SSTs are very close to the freezing point of seawater and in the spring this is much warmer than the overlying air. This is enough to cause the moisture flux to increase because the moisture flux over the solid ice pack is so small. However, the increasing trends in the March – September moisture flux are not significant, demonstrating that inter-annual variability in the moisture flux does not only rely on changes in the sea ice pack; changes in humidity, wind speed and air temperatures are other essential factors.

In the summer months (July, August and September), the area of the open ocean has been increasing and this has allowed for warmer surface temperatures in September because the ocean has a lower albedo than the ice and absorbs more heat. Ocean area has increased 4.8% and the ice cover has become 6.9% less concentrated between 2003-2011 (Figure 38). Surface temperatures over the Chukchi/Beaufort, Laptev/E. Siberian Seas, Canadian Archipelago and Central Arctic have increased 1.53 K between 2003-2011. Although the 2m air specific humidity has increased a small amount, the larger increases in area of the open-ocean and surface temperatures are the main cause of the changes in the moisture fluxes in the summer.
The moisture flux in October from 2003-2010 on a whole is decreasing 1.8%/year. The main reason behind this is that the air specific humidity is increasing (together with air temperature), which creates smaller specific humidity differences (see Figure 36). The air temperature normally drops off rapidly in this month, but in recent years this has not happened so fast. Air temperatures remaining warmer in October could be due to excessive sensible heat fluxes from the ocean surface, related to the reduced and less compact ice cover, that warm up the lower atmosphere, and also due to the increased cloud cover, which traps the outgoing longwave radiation [Overland and Wang, 2010].

6.4.2 Moisture Flux and Ice Concentration
One important factor to determine is whether or not the concentration of the sea ice pack affects the moisture flux. The sea ice pack, defined as the zone where the ice concentration is at least 15%, is becoming less concentrated during each month and each year over the 2003-2011 period (Table 1), and each trend is statistically significant at the 95% confidence level. For each month we calculated the percentage of the total moisture flux that is supplied by the ice pack (ice concentrations between 15-100%) in order to determine the effect that an ice pack with a lower concentration has on the amount of moisture evaporated (or sublimated) (Table 1). From 2003-2010 the moisture flux from the ice pack was increasing because the concentration of the ice was decreasing. Over the 2003-2010 time period, the ice has become 4.8% less concentrated and the percentage of the total moisture flux contributed by the sea ice pack has increased by 3.0%. Also, during this time period, except in 2010, in areas where the ice is less concentrated than average, the moisture flux has increased and vice versa (Figure 39). When there is no ice, or the ice pack is less concentrated, then the surface is subsequently warmer than the air.
Table 11. Monthly and yearly trends and means in sea ice concentration and the percentage of moisture supplied from the sea ice pack. Numbers highlighted in bold are statistically significant in the 95% confidence level.

<table>
<thead>
<tr>
<th></th>
<th>Trend of moisture from sea ice pack (%/yr)</th>
<th>Average % of moisture from sea ice pack</th>
<th>Trend of ice concentration (%/yr)</th>
<th>Average ice concentration (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td><strong>0.55</strong></td>
<td>12.81</td>
<td>-0.59</td>
<td>90.66</td>
</tr>
<tr>
<td>February</td>
<td>0.29</td>
<td>12.15</td>
<td>-0.44</td>
<td>92.35</td>
</tr>
<tr>
<td>March</td>
<td>0.35</td>
<td>13.88</td>
<td>-0.33</td>
<td>92.88</td>
</tr>
<tr>
<td>April</td>
<td>0.24</td>
<td>19.82</td>
<td>-0.27</td>
<td>92.59</td>
</tr>
<tr>
<td>May</td>
<td><strong>1.03</strong></td>
<td>32.63</td>
<td>-0.30</td>
<td>91.08</td>
</tr>
<tr>
<td>June</td>
<td>1.18</td>
<td>61.35</td>
<td>-0.61</td>
<td>85.04</td>
</tr>
<tr>
<td>July</td>
<td><strong>1.40</strong></td>
<td>56.76</td>
<td>-0.80</td>
<td>74.89</td>
</tr>
<tr>
<td>August</td>
<td>-0.21</td>
<td>15.79</td>
<td>-0.80</td>
<td>71.41</td>
</tr>
<tr>
<td>September</td>
<td>-0.18</td>
<td>7.28</td>
<td>-0.70</td>
<td>76.68</td>
</tr>
<tr>
<td>October</td>
<td>-0.25</td>
<td>11.13</td>
<td>-0.69</td>
<td>84.45</td>
</tr>
<tr>
<td>November</td>
<td>0.32</td>
<td>11.51</td>
<td>-0.72</td>
<td>90.60</td>
</tr>
<tr>
<td>December</td>
<td>0.07</td>
<td>12.43</td>
<td>-0.55</td>
<td>91.47</td>
</tr>
<tr>
<td>Yearly</td>
<td><strong>0.38</strong></td>
<td>34.77</td>
<td>-0.60</td>
<td>84.05</td>
</tr>
</tbody>
</table>
Figure 39. Top: October ice concentration anomaly with respect to the average of 2003-2010. Bottom: October moisture flux anomaly with respect to the average of 2003-2010. Positive anomalies are in pinks and negative anomalies are in blues. Grey is either land or no data.
In the winter months (November-February), although the solid ice pack only contributes on average 12.2% of the total moisture flux, this percentage has increased 2.6% and 0.6% in November and December between 2003-2010, and 5.0% and 2.6% in January and February between 2003-2011, respectively. During these cold months when the ice concentration is lower, there are more areas of open water that are exposed. The SSTs are near the freezing point, but the air temperatures are much colder, creating large temperature differences and excessive evaporation. This is essentially what happens when a lead or polynya opens. The amount of these increases would be even larger if 2m-air temperature and specific humidity during these months were not increasing.

In June and July the contribution of the moisture flux from the ice pack to the total moisture flux is also increasing. This is because the concentration of the ice pack is becoming much less, creating a warmer surface and decreasing the specific humidity differences between the surface and the air. The 2m-air temperatures during June and July are on average warmer than the surface, especially the open ocean, which is near the freezing point of sea water, whereas the snow/ice surface temperatures are close to 0°C. The amount that the ice pack is contributing to the total moisture flux is decreasing in August-October. This is because air temperatures are remaining warmer, decreasing the magnitude of the temperature and specific humidity differences (see Figure 36). Even though the percentage of moisture coming from the ice pack is increasing during June and July, it is important to keep in mind that the exchange of moisture during these months is only 20% of what it is in the fall and winter months.
6.5 Summary

Using geophysical data sets from multiple sensors on a single satellite like NASA’s EOS Aqua have allowed estimates of daily surface moisture flux to be produced from 2003-2011. Evaluating this nine-year dataset has given us a clearer picture of how moisture is being exchanged between the ocean and atmosphere in the Arctic. Moisture fluxes are also available from atmospheric reanalyses. Although the fluxes have not been extensively validated in the Arctic, the air moisture includes large errors in reanalyses \[\text{Cullather et al., 2000; Jakobson and Vihma, 2010; Lüpkes et al., 2010; Jakobson et al., 2012}\], and validation results from the Antarctic sea ice zone show large errors in the reanalyses moisture flux itself \[\text{Tastula et al., 2013}\]. We do not claim that our results are free of errors, but our approach of calculating the moisture fluxes has a strong benefit for a study on inter-annual variations. In our method, the air moisture is always based on the same sensors onboard the NASA’s EOS Aqua satellite: AMSR-E and AIRS. Hence, the errors are expected to be systematic rather than varying from year to year. Instead, the amount of observations assimilated into reanalyses varies from year to year, depending on the availability of various in-situ and remote sensing data.

The flux of moisture from the surface to the lower atmosphere in the Arctic follows an annual cycle, with the largest fluxes in the fall and winter months and the smallest ones in the spring and summer months. Instead of an increase in the moisture flux due to a declining sea ice pack, there has actually been a 15% decrease between 2003-2010 as an average over the area shown in Figure 17. This decrease is mostly due to an increase in the 2m air specific humidity over the Arctic, in particular over the Baffin Bay,
E. Greenland Sea, and Kara/Barents Seas. The decrease in sea ice concentration tends to increase the moisture flux, i.e., to oppose the effect of increasing air specific humidity (except during the melting season of sea ice when the snow/ice surface is often warmer than the open ocean). This effect was not significant over areas defined as the open ocean, with sea ice concentration less than 15%. Hence, the zone where the sea ice concentration has decreased, but is still more than 15%, is contributing increasingly more to the total moisture flux from the Arctic. The locations and magnitudes of the positive moisture anomalies are changing based on changes seen in the sea ice pack and air humidity, but the total moisture flux in the entire Arctic (defined as in Figure 17) is becoming less.

On a regional scale the Chukchi/Beaufort Seas, Laptev/E. Siberian Seas, Canadian Archipelago and Central Arctic are seeing a slight increase, between 2.1 and 4.8 %/yr, in the amount of moisture flux each year. In these regions the changes in the moisture flux are due mostly to the changes in the ice concentration, which allows for the surface temperatures to increase substantially in the fall and winter months when the amount of moisture exchanged is the largest. On a regional scale, the Kara/Barents Seas, E. Greenland Sea and Baffin Bay are seeing a decrease, between 0.53 and 9.2 %/yr in the amount of moisture each year. The regions have areas of open water year round and their exchanges of moisture are due mostly to smaller differences in surface and 2 m specific humidities.

Comparison of our results to previous studies is sensitive to the exact region and time period addressed. Screen and Simmonds [2010b] looked at the change in the latent heat flux for January-October over the Arctic from 1989-2009 using ERA Interim reanalysis data and in situ observations. They found increasing decadal trends in the
Chukchi/Beaufort and Laptev/E. Siberian Seas regions, similar to our increases, as well as decreasing trends in the E. Greenland Sea region. In this study they did not include the Barents Sea or the months of November and December, which in our study are locations and times of significant fluxes of moisture. Because of this they concluded increases over the Arctic, whereas we have seen decreases. On the basis of ERA-40 reanalysis, Jakobson and Vihma [2010] concluded that evaporation in the circumpolar Arctic north of 70°N has not had any significant trend in the period 1979-2001, although the sea ice extent decreased a lot already during this period.

Recent studies by Palm et al. [2010], Eastman and Warren [2010], and Kay and Gettelman [2009] have looked into the changing sea ice extent and thickness and how this has affected the amount of clouds over the Arctic. They found that there were increases in clouds in all months with the largest increases in the fall. This is when large differences in temperatures between the ocean surface and atmosphere enhanced the turbulent fluxes, which help to produce low-level clouds [Klein et al., 2009]. Further studies are needed to better understand the relationships between sea ice concentration, surface fluxes and large-scale advection of heat and moisture, as well as cloud cover in the Arctic.
Chapter 7: Practical application: Prediction of ice accretion for shipping

7.1 Background

As the sea ice extent in the summer months continues to decrease, increased shipping through the Arctic Ocean could become a reality. Shipping could also occur in other months of the year as long as the Northwest Passage or other shipping routes were ice-free. Shipping or fishing can also occur near the sea ice edge throughout the year. There are many hazards to shipping through the Arctic, one of these being ice accretion. Ice accretion is the build up of ice on the ships as they travel in areas where certain meteorological conditions allow for this build up to occur (Figure 40). This build up of ice can cause ships to sink or capsize depending on the severity or the location of the ice build-up [Jessup, 1985].
Figure 40. An example of ice accretion (the build up of ice) on a ship. Image from www.marinetraffic.com.

Ice accretion occurs most commonly via freezing spray (wind on the water or ships on the waves), when advection fog (warm air overlying a cold surface) is present or when sea smoke (cold air overlying a warm surface) occurs, although this is the least common [Overland et al., 1986]. Ice accretion on ships depends on many meteorological factors, such as subfreezing air temperatures, strong winds and SSTs that are less than 6°C [Vasilyeva, 1971]. It also depends on whether the ships are heading into the wind, their size and shape [Stallabrass, 1980].

Since the Arctic sea ice is undergoing changes in concentration, extent and changes in air and sea surface temperatures, it is important to study how the potential for
ice accretion on ships is changing in order to get an idea of where and when this will affect shipping in the future.

7.2 Methods

In order to study ice accretion potential and changes in the Arctic we adopted the algorithm from Overland et al. [1986], which uses the wind speed, near surface air temperature and SST and classifies the severity of the ice accretion. These levels are classified in Table 12. Overland et al. [1986] developed this algorithm using 195 recorded icing incidents on ships that occurred between 1979-1983 in Alaskan waters.

<table>
<thead>
<tr>
<th>Ice Accretion Level</th>
<th>Icing Rate (I)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light</td>
<td>$1 \leq 0.7 \text{ cm hr}^{-1}$</td>
</tr>
<tr>
<td>Moderate</td>
<td>$0.7 &lt; I \leq 2.0 \text{ cm hr}^{-1}$</td>
</tr>
<tr>
<td>Heavy</td>
<td>$I &gt; 2.0 \text{ cm hr}^{-1}$</td>
</tr>
</tbody>
</table>

This algorithm is a statistical polynomial model with its coefficients determined from the ship observations.

$$I = AP + BP^2 + CP^3 \quad (46)$$

where $I$ is the icing rate (cm hr$^{-1}$), $A = 2.73 \times 10^{-2}$, $B = 2.91 \times 10^{-4}$, and $C = 1.84 \times 10^{-6}$.

$$P = \frac{V_a(T_f - T_a)}{[1 + 0.4(T_w - T_f)]} \quad (47)$$
where \( V_a \) is the wind speed (m s\(^{-1}\)), \( T_f \) is the freezing point of seawater (-1.8°C), \( T_a \) is the near surface air temperature (°C), and \( T_w \) is the sea surface temperature (°C).

The potential for ice accretion is calculated daily from January 1, 2003 until September 30, 2011. We utilized ECMWF Era-Interim 10 m wind speeds, surface air temperatures from AIRS, and SSTs from AMSR-E in order to calculate the potential icing rate.

7.3 Results

Figure 41 shows the ice accretion monthly climatology for 2003-2011. The potential for moderate to heavy ice accretion occurs mostly in the spring and winter months when both the air temperature and SSTs are close to or below freezing. The potential ice accretion is also higher during these months close to the sea ice edge. In the summer months, traveling through the Arctic by Russia, ice accretion will most likely not be an issue because there is little potential for heavy ice accretion. But there could be some problems traveling through the Northwest Passage and in the Canadian Archipelago in early autumn (Figure 42).
Figure 41. The average monthly climatology of the ice accretion levels (light, moderate and heavy; see Table 12) for the entire Arctic for the years 2003-2011.
Figure 42. ATAM-derived optimal September navigation routes for hypothetical ships seeking to cross the Arctic Ocean between the North Atlantic (Rotterdam, The Netherlands and St. John’s, Newfoundland) and the Pacific (Bering Straight) during consecutive years 2006-2015 (A and C) and 2040-2059 (B and D) as driven by ensemble-average GCM projections of sea ice concentration and thickness assuming RCPs 4.5 (A and B; medium-low radiation forcing) and 8.5 (C and D; high radiative forcing) climate change scenarios. Red lines indicate fastest available trans-Arctic routes for PC6 ships; blue lines indicate fastest available transits for common OW ships. Where overlap occurs, line weights indicate the number of successful transits using the same navigation route. Dashed lines indicate national 200-nm EEZ boundaries; white backdrops indicate period-average sea ice concentrations in 2006-2015 (A and C) and 2040-2059 (B and D). Figure from Smith and Stephenson, 2013.
There have also been changes to the frequency of the potential for low, moderate and heavy icing rates over the 9-year record due to changes occurring in the Arctic. Table 13 shows these trends.

Table 13. Monthly potential ice accretion frequency trends for the entire Arctic for low, moderate, and heavy ice accretion levels. Each number is a percentage (%/year).

<table>
<thead>
<tr>
<th>Month</th>
<th>Low</th>
<th>Moderate</th>
<th>Heavy</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>-1.08</td>
<td>-0.04</td>
<td>0.12</td>
</tr>
<tr>
<td>February</td>
<td>-0.44</td>
<td>0.01</td>
<td>0.13</td>
</tr>
<tr>
<td>March</td>
<td>-0.33</td>
<td>0.09</td>
<td>0.16</td>
</tr>
<tr>
<td>April</td>
<td>-0.30</td>
<td>0.08</td>
<td>0.04</td>
</tr>
<tr>
<td>May</td>
<td>0.10</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>June</td>
<td>-0.99</td>
<td>0</td>
<td>0.06</td>
</tr>
<tr>
<td>July</td>
<td>-0.59</td>
<td>-0.03</td>
<td>0.09</td>
</tr>
<tr>
<td>August</td>
<td>-0.88</td>
<td>-0.03</td>
<td>0.11</td>
</tr>
<tr>
<td>September</td>
<td>-0.38</td>
<td>-0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>October</td>
<td>-0.42</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>November</td>
<td>-0.35</td>
<td>0.10</td>
<td>0.15</td>
</tr>
<tr>
<td>December</td>
<td>0</td>
<td>-0.16</td>
<td>0.04</td>
</tr>
</tbody>
</table>

The potential for the low ice accretion frequency has been decreasing in all months except for a slight increase in May. On the other hand, the potential for heavy ice accretion is increasing in all months of the year, with smallest changes in the summer and largest in the winter months. The frequency of the potential for light ice accretion can occur about 50-70% of the time, whereas the potential for moderate and heavy only occurs 5% of the time. On a yearly basis the potential light ice accretion is decreasing 4.44% per year, the potential for moderate ice accretion is decreasing 0.2% per year, and the potential for heavy ice accretion is increasing 0.51% per year (Figure 43). The moderate and heavy ice accretion frequencies follow annual cycles similar to that of the moisture flux for the
Arctic. The smallest frequencies of these occur during the summer months and the largest occur over the winter months. The frequencies of the light ice accretion show no annual cycle.
Figure 43. The monthly frequency for the potential for light (top), moderate (middle) and heavy (bottom) ice accretion from 2003-2011 for the entire Arctic. Slope is XX % of the 2003-2011 average corresponds either to the average light, moderate or heavy ice accretion, not the total ice accretion.

These changes are due to larger increases in the near surface air temperature in the winter months which create larger differences with the freezing point of seawater. These larger differences increase the icing rate so there is less potential for light accretion and a higher potential for heavy accretion. Thus, we expect to see a larger occurrence of heavy ice accretion events in the future, particularly in spring and winter months, as the sea ice extent continues to decrease and the near surface air temperature and SSTs continue to increase.
Chapter 8: Conclusions

This chapter provides a summary of the three main research aspects of this thesis. To begin we summarize the study of the Arctic SSTs and how they are changing between the years 1982-1999 and 2000-2009 after large reductions in sea ice extent. Next the moisture flux estimates of the North Water polynya, and error estimates, are summarized. To conclude we discuss moisture flux estimates over the entire Arctic, then interannual variability, and the impact of changes in sea ice concentration.

Sea surface temperatures (SSTs) from NOAA Optimum Interpolation ¼ Degree Sea Surface Temperature Analysis are analyzed over the entire Arctic between 1982-2009. SSTs during this record are increasing 0.03 °C/year in JJASO, however since 2000 this increase is accelerating at 2.4 times the rate between 1982-1999 and is driving the increases in SSTs over the 28-year record. Reasons for these large increases in SSTs between 2000-2009 are due to a shift in the Arctic oscillation to its positive phase and the Arctic dipole to its negative phase, which took place in the late 1990’s and early 2000’s. This shift in the winds forced the sea ice away from the Russian coast and out through the Fram Strait causing a reduction of sea ice cover to become less than 50% of the total area in JJASO. Larger areas of open water allow for more solar heat absorption, producing higher SSTs. Warmer SSTs delayed the freeze onset of the sea ice in autumn by 14.1 days/decade in 2000-2009 compared to 1.7 days/decade in 1982-1999.

The Arctic sea ice acts as a barrier between the ocean and lower atmosphere, reducing the exchange of heat and moisture. In recent years the ice pack has undergone
many changes, in particular a rapid reduction in sea ice extent and concentration in summer and autumn. Based on these observations, along with modeling studies, one would expect an increasing moisture flux. We estimate the daily moisture flux from 2003-2011 using geophysical data from multiple sensors onboard NASA’s Aqua satellite, taking advantage of observations being collected at the same time and along the same track.

The fluxes were calculated using bulk aerodynamic formulas with the stability effects according to the Monin-Obukhov similarity theory. Input parameters were taken from three sources: air relative humidity, air temperature, and surface temperature from the Atmospheric Infrared Sounder (AIRS) on board NASA's Earth Observing System (EOS) Aqua satellite, sea ice concentration from the Advanced Microwave Scanning Radiometer for EOS (AMSR-E, also on board Aqua), and wind speed from the European Centre for Medium-Range Weather Forecasts ERA-Interim reanalysis. To test and evaluate the approach, we calculated the moisture fluxes from the North Water polynya during a series of events spanning 2003-2009. Our results show the progression of the moisture fluxes from the polynya during each event, as well as their atmospheric effects as the polynya refreezes. These results were compared to results from studies on other polynyas and the satellite data fall within one standard deviation of the moisture flux estimates from these independent studies. Although the estimated moisture fluxes over the entire study region from AIRS are smaller in magnitude than those from ERA-Interim, they are more accurate owing to improved temperature and relative humidity profiles and ice concentration estimates over the polynya. Average error estimates were calculated to be $5.56 \times 10^{-3}$ g m$^{-2}$ s$^{-1}$, only 25% of the average total moisture flux, thus suggesting that AIRS and AMSR-E can be used with confidence to study smaller-scale features in the
Arctic sea ice pack and can capture their atmospheric effects. These findings give confidence that satellite data may be used to study large-scale moisture flux variability over the entire Arctic Basin.

Our findings show the moisture flux, averaged over the entire Arctic, has had large interannual variations, with smallest fluxes in 2010, 2003 and 2004, and largest ones in 2007, 2008 and 2005 due to changes in sea ice concentrations and specific humidity differences over the record. Increases in air specific humidity tend to reduce the moisture flux, whereas the decrease in sea ice cover tends to increase the flux. Statistically significant seasonal decreasing trends are seen in December, January and February because of the dominating effect of increase in 2m air specific humidity increasing, reducing the surface-air specific humidity difference by -0.0547 kg/kg in the Kara/Barents Seas, E. Greenland Sea and Baffin Bay regions where there is some open water year round. Our results also show that the contribution of the sea ice zone to the total moisture flux (from the open ocean and sea ice zone) has increased by 3.6% because the amount of open water within the sea ice zone has increased by 4.3%. While the year-round open ocean areas (i.e. E. Greenland Sea and the Kara/Barents Seas) are seeing a decrease in the moisture flux, the less concentrated sea ice pack is seeing an increase. As the concentration of the sea ice continues to decrease, the moisture flux will increase and become a more dominant player in the total moisture flux.

Using Tara drifting station data we were able to re-evaluate our error estimates for the entire Arctic. We found an average error of 20.3%, which is an improvement from NCEP model analysis data, having an error of 26% [Renfrew et al., 2002a] and ARCMIP regional scale models showing larger biases than the observed SHEBA observations.
[Tjernstrom et al., 2004]. Thus showing that our updated algorithm and Aqua data are an improved alternative to estimating the moisture flux in the Arctic.
Chapter 9: Future Work

In this chapter potential future research is described that utilizes the moisture flux data set created and validated in this thesis, as well further validation studies of other geophysical parameters from AIRS in the Arctic.

Accurate humidity data for the Arctic is vital for improved moisture flux estimates and as input to climate models. While we have shown that AIRS relative humidity improves the accuracy of moisture flux estimates, it is not free of errors. However the errors are lower than those from reanalysis studies, and therefore it is a more viable option than other reanalysis air humidity datasets and could improve climate models. AIRS humidity data over the open ocean, including polynyas, if large enough to be resolved by the model grid, have been assimilated only in ERA-Interim since April 2003, and only under clear-sky conditions [Dee et al., 2011]. However, the effect on the reanalysis data is small. The down-weighting of AIRS data is coupled with the fact that the ERA-Interim humidity analysis is highly constrained by other satellite observing systems [McNally et al., 2006]. Doing further validations with AIRS against other reanalyses data and showing that AIRS is more accurate than these other data sets would be a strong argument to more extensively utilize AIRS data in model assimilations. Future work will include an analysis of other variables produced by AIRS such as surface temperature, 2m air temperature, etc.

In situ observations need to be used to demonstrate the improved accuracy of AIRS compared to other reanalysis data. These in situ observations need to be over both
the Arctic sea ice as well as over the Arctic Ocean to show that AIRS has better estimates over both of these surface types. Between 2003 and March, 2013 there were several aircraft campaigns collecting measurements of the relative humidity in the Arctic over both the sea ice and ocean. These low-level flights originate from the Svalbard region of the Arctic and are organized by the Alfred Wegener Institute in Bremerhaven, Germany. In addition to aircraft data, other alternatives include observations from the drifting ice station Tara from April – September 2007, although these are only over the sea ice. This was part of the DAMOCLES (Developing Arctic Modeling and Observation Capabilities for Long-Term Environmental Studies) project.

The Arctic sea ice concentration is decreasing and becoming thinner and is thus ice drift is increasing due to wind and ocean currents forcing. Since the North Water polynya is created from winds in the Smith Sound and ocean currents in Baffin Bay, the polynya could be affected by thinner, less concentrated ice. By looking at the occurrence, and size of the North Water polynya between 1979-present in the winter months, using SMMR and SSM/I ice concentration data, we will be able to determine if the polynya is becoming larger and more prevalent with the changing sea ice. More frequent and larger polynya events could cause larger moisture fluxes in the winter months, which alter the surface energy budget and local cloud formation, which in turn could warm the lower atmosphere near the polynya.

Understanding clouds and their interaction with the Arctic ice-ocean system is needed to improve climate models and to better model and understand cloud processes.
Determining if changes in the moisture flux in the Arctic are responsible for the creation of low, middle or high clouds will need to be done. One way to link these two processes would be to use a compositing technique described by Schweiger et al. [2008] using our moisture flux data set, cloud fraction data from MODIS and possibly low, middle and high cloud cover from ERA Interim for 2003-2011.

However, choosing a cloud data set has shown to provide multiple different outcomes of cloud cover trends in the Arctic. Schweiger et al. [2008], which used TOVS Polar Pathfinder data, found a decrease in low clouds and an increase in middle clouds in autumn, whereas Kay and Gettelman [2009], which used CloudSat and CALIOP data, found an increase in low-level cloud. Schweiger et al. [2008] assume that this middle cloud increase is caused by a deepening of the atmospheric boundary layer in the absence of sea ice. A verification of this could be done using our moisture flux data sets and boundary layer heights from ERA-Interim.

Since Arctic low-level clouds form in unstable boundary layers when cool air overlies a warm surface [Key and Gettelman, 2009], we expect to find that changes in the moisture flux occur with similar changes in low-level cloud amounts. Since the areal and temporal extent of the open water in the Arctic was found to have a large control on low-level clouds and the moisture flux [Key and Gettelman, 2009]. This is because the longer the sea surface is exposed, the larger the potential for the SSTs to increase. Higher SSTs create large temperature differences between the surface and air, which allows for increased moisture fluxes and hence more low clouds. Comparisons of our moisture flux estimates with yearly changes in low cloud data from Callipso may help to improve our knowledge of the affect that the moisture flux has on clouds in the Arctic.
Chapter 6.4.2 explained how the concentration of the sea ice zone (15-100% ice concentration) was causing changes to the moisture flux on a monthly and yearly basis. However, the study of the interaction between the moisture flux and the sea ice could be further enhanced by focusing on other aspects of the sea ice. One example would be to determine if the exchange of moisture has changed with the thinning of the sea ice pack. The thinner ice could have higher 2m specific humidity than the thicker ice, allowing for larger exchanges of moisture. The same could also be done for first-year and multi-year ice. Another important factor would be the change in melt and freeze onset and the subsequent melt season length of the sea ice and how this changes the magnitude of the moisture flux. An earlier melt onset and break up of the sea ice would allow for a longer period of time and also larger magnitudes of the moisture flux and the same is true for the freeze-up in the autumn. Looking at how an earlier melt onset and or later freeze onset affects the moisture flux is also necessary to better understand the ice-ocean system.
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