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1.1 A schematic of an open-ocean $S_{\text{max}}$. Solid lines represent isohaline contours, with contour thickness representing salinity. The dark (light) shaded region depicts that in the mixed layer eastward & poleward (westward & equatorward) of the surface layer salinity (SLS) max $\partial_z S$ is stabilizing (destabilizing) due to the displacement of subtropical underwater (STUW) with respect to the SLS maximum. 

1.2 The climatological annual cycle of surface heat flux (W/m$^2$) over each $S_{\text{max}}$ in CESM. The x-axis is offset by six months for the Southern Hemisphere (SH) $S_{\text{max}}$ (top x-axis labels) with respect to the Northern Hemisphere (NH) $S_{\text{max}}$ (bottom x-axis labels) to account for the hemispheric phase shift of the seasons.

1.3 The model climatological mean SLS. Black contours are the mean position of isohaline surface outcrops for each $S_{\text{max}}$. Gray contours are isohalines at 100m depth. Each of the open-ocean $S_{\text{max}}$ contours at 100m depth is positioned westward and equatorward of the surface outcrop. The North Indian (NI) $S_{\text{max}}$ surface and 100m contours are at roughly the same position. White lines depict transects along which depth profiles are shown in Figs. 1.8 & 1.9.

1.4 The annual cycle of outcrop extent anomaly (m$^2$) from annual mean value for CESM (black) and Monthly Isopycnal & Mixed-layer Ocean Climatology (MIMOC) (light blue).
1.5 Model climatological mean SLS (psu, shaded) and comparison of climatological mean $S_{max}$ outcrops of the integration (black contours) and MIMOC (light blue). In all cases, with the exception of North Pacific (NP) $S_{max}$, the MIMOC outcrops are larger, with the largest discrepancy in South Pacific (SP) $S_{max}$, where MIMOC outcrop area is nearly double that of the model. The white paths along the eastward and poleward edges of each MIMOC outcrop are the position of the Argo floats over the two-year periods described in Section 1.5.

1.6 The climatological annual cycle of the salinity budget (Sv psu) for each $S_{max}$. The net flux term is the sum of horizontal diffusion, eddy advection, and vertical diffusion.

1.7 The simulation’s climatological mean vertical diffusive flux of salt though the base of the mixed layer (psu m/s, shaded). Black and gray contours are isohaline contours as in Fig. 1.3. Light blue contours are regions where salt finger convection penetrates the base of the mixed layer. In the vicinity of the $S_{max}$ these regions of salt finger convection are on the eastward and poleward edges of each $S_{max}$ & correspond with regions of negative vertical diffusive salt fluxes through the mixed layer base (magenta shaded regions).

1.8 Transect plots through each NH $S_{max}$ along the paths shown in Fig. 1.3. Climatological January PV (m$^{-1}$s$^{-1}$, shaded), isohaline bounding each $S_{max}$ (white contours) and volumes where $|PV| < 3.0 \times 10^{-10} m^{-1}s^{-1}$ (magenta). Climatological mixed layer depth for January, March and May is shown by mustard yellow contours ranging from dark/thick to light/thin. Climatological areas of salt finger convection for January, March and May are shown by blue contours ranging from dark/thick to light/thin.
1.9 Transect plots through each SH $S_{max}$ along the paths shown in Fig. 1.3. Climatological July PV ($m^{-1}s^{-1}$, shaded), isohaline bounding each $S_{max}$ (white contours) and volumes where $|PV| < 3.0 \times 10^{-10}m^{-1}s^{-1}$ (magenta). Climatological mixed layer depth for July, September and November is shown by mustard yellow contours ranging from dark/thick to light/thin. Climatological areas of salt finger convection for July, September and November are shown by blue contours ranging from dark/thick to light/thin.

1.10 A simplified schematic of the seasonal deepening of the mixed layer. The solid lines depict isohaline contours. Dashed-dotted lines surrounding the white volumes depict low-PV layers. Dotted lines surrounding dark gray volumes depict areas of salt finger convection.

1.11 73 depth profiles from each of the Argo floats with data durations listed in Table 1.3. Depths where $|PV| < 3.0 \times 10^{-10}m^{-1}s^{-1}$ depicted in magenta. Salt finger convection diffusivity as estimated by 1.2 (blue shading). Depth of the mixed layer depicted in mustard yellow.

2.1 (a) Climatological model SLS (shaded, psu) and mean 34.0 psu contours for the simulation (black) and MIMOC (light blue). (b) Surface area bound by each of the outcrops in (a) as a function of month.

2.2 Annual cycle of surface flux (shaded, psu m/s) with isohaline contours in purple (psu) and isotherms in black ($^\circ$C).

2.3 Annual cycle of SSH anomaly (shaded, cm) with surface velocity vectors (cm/s) and isohaline contours (purple, psu).

2.4 The annual cycle of salt budget terms (Sv psu) of the salinity budget volume-averaged within the 34.0 isohaline contour computed on 5-day data and averaged into monthly means (dashed lines) and computed on climatological monthly mean data (solid lines).
2.5 The seasonal mean patterns of vertical diffusive flux through the base of the mixed layer (shaded, psu×m/s). Seasonal mean isohalines in purple and seasonal mean mixed layer depth in mustard.

2.6 The annual cycle of vertical diffusion (shaded, psu/s) as a function of depth at 10°N and 100°W (depicted by the black marker in Fig. 2.5). Isohaline contours in purple, mixed layer depth in mustard.

3.1 An example parametric probability distribution function, where the curve is specified by the Gaussian distribution. The shaded regions on each tail of the distribution indicate the regions where observing a test statistic would exceed the test level $\alpha = 0.05$.

3.2 The elements of synthetic data series and samples taken from it. A) A parametric probability distribution (dashed black line), representing the parent distribution, from which the values in the time series are drawn with $\mu = 0$ and $\sigma = 1$. B) A histogram (solid blue fill) of 10,000 values drawn from the parent distribution. C) A time series (solid blue line) constructed from the values in (B). Only the first 100 values are shown although the time series consists of all 10,000 values from (B). D) Sample means (horizontal sky blue lines) sampled from the time series, with the averaging period $N=10$. The first 10 sample means are depicted but 1000 samples, spanning the entirety of the time series are collected. E) A histogram of the 1000 sample means (sky blue fill) drawn from the time series. This distribution is known as the sample distribution of the sample mean. F) A parametric distribution (dashed orange line) meant to approximate the shape of the sample distribution of the sample mean where $s = \sigma/\sqrt{N}$. This parametric distribution does not match the shape of the sample distribution in (E) because the time series exhibits autocorrelation.
3.3 Each row contains a condensed version of the elements depicted in Fig. 3.2. In the left column the parametric parent distribution (dashed black line) is overlaid atop the histogram of values drawn from it (solid blue fill). In the middle column, the first 100 values of time series (solid blue lines) constructed from the histograms in the left columns are depicted along with the first 10 sample means (horizontal sky blue lines) sampled from each of the time series. Each of these sets of time series and samples consists of 10,000 observations and 1,000 sample means even though not all of these are shown. The right column shows the histogram of sample means drawn from each time series (solid sky blue fill) and parametric distributions used to estimate the shape of the sample distribution where the variance of the distribution is specified assuming \[ s^2 = \sigma^2 / N \] (dashed orange curve) and \[ s^2 = V \sigma^2 / N \] (dashed vermilion curve). The lag-1 autocorrelation of the time series is different for each row where in A it equals 0.0, in B it equals 0.25, in C it equals 0.5 and in D it equals 0.75.
3.4 A time series with measurement error and its effect on the sample distribution. A) Parent distribution (dashed black line) overlaid atop the histogram of values drawn from it (solid blue fill). B) The first 100 values of the time series (solid blue lines) constructed from the histograms in the left columns, depicted along with the first 10 sample means (horizontal sky blue lines) sampled from the time series. The magnitude of measurement error is depicted using vertical lines extending from each observation (solid reddish-purple lines). A random draw from the error distribution is collected for each observation and a second set of sample means (horizontal yellow lines) are sampled to account for the effect of measurement error. Each of these sets of time series and samples consists of 10,000 observations and 1,000 sample means even though not all of these are shown. C) The histogram of sample means drawn from the time series (solid sky blue fill) and the histogram of sample means drawn from the time series after random errors have been added to each observation (solid yellow fill). Dashed curves depict parametric distributions used to estimate the shape of the sample distribution where the variance of the distribution is specified assuming $s^2 = \sigma^2/N$ (dashed orange curve), $s^2 = V\sigma^2/N$ (dashed vermilion curve), and $s^2 = V\sigma^2/N + s^2_\epsilon$ (dashed bluish-green curve).

3.5 Three parametric distributions from Fig. 3.4C where the variance of each distribution is estimated using $s^2 = \sigma^2/N$ (dashed orange curve), $s^2 = V\sigma^2/N$ (accounting for autocorrelation; dashed vermilion curve), $s^2 = V\sigma^2/N + s^2_\epsilon$ (accounting for autocorrelation and measurement error dashed bluish-green curve). The filled regions beneath each dashed curve correspond to the regions that an observed test statistic would be rejected at the $\alpha = 0.05$ level. Incorrectly applying the threshold for the orange distribution for data represented by the bluish-green distribution results in an effective level of $\alpha = 0.3$. 
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3.6 The mean SLS field and the mean uncertainty of the Hadley EN4.2.1 dataset. The
black and white dots in each panel correspond to regions of high and low interannual
variability of SLS, respectively. Time series taken from these points are shown in Fig.

3.7 The mean sea surface temperature (SST) field and the mean uncertainty of the Hadley
EN4.2.1 dataset. The black and white dots in each panel correspond to regions of
high and low interannual variability of SST, respectively. Time series taken from these
points are shown in Fig. [3.9]

3.8 Time series of annual mean SLS values (solid blue line) and measurement error (solid
reddish-purple lines) from two different points in the Hadley EN4.2.1 dataset. A) Region of high interannual variability in SLS. B) Region of low interannual variability
in SLS. In both cases the magnitude of error is comparable to the magnitude of
interannual variability.

3.9 Time series of annual mean SST values (solid blue line) and measurement error (solid
reddish-purple lines) from two different points in the Hadley EN4.2.1 dataset. A) Region of high interannual variability in SST. B) Region of low interannual variability
in SST. As with SLS, in both cases the magnitude of error is comparable to the
magnitude of interannual variability.

3.10 Results of applying the Harvey-Collier model misspecification test (p-values, shaded)
to annual means of salinity and temperature in the Hadley EN4.2.1 data set.
3.11 Regions of significant differences of observed SLS, following the methodology of Hosoda et al. (2009), evaluated at $\alpha = 0.05$. A) Shaded areas (solid orange fill) correspond to regions where a t-test infers significant change in SLS when $s^2 = \sigma^2/N$. B) Shaded areas (solid vermilion fill) correspond to regions where a t-test infers significant change in SLS when $s^2 = V\sigma^2/N$. C) Shaded areas (solid bluish-green fill) correspond to regions where a t-test infers significant change in SLS when $s^2 = \sigma^2/N + s^2_\epsilon$. D) The result of applying the false discovery rate (FDR) test to infer regions of significant change in SLS after accounting for autocorrelation and measurement error. No grid points are highlighted.

3.12 Regions of significant differences of observed SST, following the methodology of Hosoda et al. (2009), evaluated at $\alpha = 0.05$. A) Shaded areas (solid orange fill) correspond to regions where a t-test infers significant change in SST when $s^2 = \sigma^2/N$. B) Shaded areas (solid vermilion fill) correspond to regions where a t-test infers significant change in SST when $s^2 = V\sigma^2/N$. C) Shaded areas (solid bluish-green fill) correspond to regions where a t-test infers significant change in SST when $s^2 = \sigma^2/N + s^2_\epsilon$. D) The result of applying the FDR test to infer regions of significant change in SST after accounting for autocorrelation and measurement error. No grid points are highlighted.

3.13 A) Sorted $p_i$ values from the difference of mean test on SLS data, as depicted in Fig. 3.11 (shaded curve). Dotted lines indicate various FDR thresholds where $\alpha_{FDR} = 0.1, 0.2, ... 1.0$. B) A map of the corresponding $\alpha_{FDR}$ thresholds that each grid point falls below.

3.14 A) Sorted $p_i$ values from the difference of mean test on SST data, as depicted in Fig. 3.12 (shaded curve). Dotted lines indicate various FDR thresholds where $\alpha_{FDR} = 0.1, 0.2, ... 1.0$. B) A map of the corresponding $\alpha_{FDR}$ thresholds that each grid point falls below.
4.1 A depiction of the water mass transformation framework applied to the potential density field. Dotted lines represent isopycnal surfaces through which water can be transformed either by surface fluxes or subsurface diabatic mixing.

4.2 A) The mean surface salinity field (g/kg; shaded) for years 2005-2010 from SOSE (Mazloff et al., 2010) and climatological positions of the four Southern Ocean fronts from (Orsi et al., 1995). The fronts, from north to south: Subtropical Front (STF) (black dashed line), Subantarctic Front (SAF) (white solid line), Polar Front (PF) (black solid line), and Southern Antarctic Circumpolar Current Front (sACCF) (white dashed line). B) Same as A except showing the mean surface $\theta$ field ($^\circ$C; shaded).

C) The surface zone masks delineated by the fronts of the ACC (shaded according to the colorbar above the panel). The extent of each mask is used to assign each surface grid point into a specific zone when conducting the $\theta - S$ census.

4.3 A) $\theta - S$ surface area census of the zones depicted in Fig. 4.2C ($m^2$, shaded for each section according to the corresponding color bar at the right of the panel). Solid contours outline the 90% surface area contour of each surface zone as described in Section 4.5.1. B) $\theta - S$ volume census of the SOSE domain ($m^3$, shaded log$_{10}$ scale). Dashed contours outline the 90% volume contour of three water masses (Subantarctic Mode Water (SAMW), AAIW, CDW) as described in Section 4.5.1. Since the 26.5-27.1$\sigma_\theta$ density range is typically used to delineate the SAMW density class, the corresponding isopycnals are drawn in a heavier weight within the $\theta$-S diagrams.
4.4 These figures depict mode water extent and the range of surface fluxes caused by the formation and melting of sea ice. A) Mean vertically integrated mode water volume \((10^{10} m^3)\) where the mode water extent is delineated by the SAMW density range \((26.5-27.1 \sigma_\theta)\) and by the potential vorticity threshold \(|PV| \leq 3.0 \times 10^{-10} m^{-1} s^{-1}\) (shaded in blue). We exclude the upper 100m from the integral so as to exclude the surface mixed layer. Also shown is sea ice redistribution freshwater flux (m/year) where negative flux due to brine rejection is shaded in magenta and positive flux due to ice melt is shaded in green. The climatological positions of the Southern Ocean fronts are the same as in Fig. 4.2. B) The same mean vertically integrated mode water volume except we use the Turner angle to partition the mode water into two different volumes in order to highlight the extent of waters with unstable vertical gradient of salinity \((10^{10} m^3; \text{shaded in bluish-green})\) and unstable vertical gradient of temperature \((10^{10} m^3; \text{shaded in orange})\).

4.5 The mean surface \(\theta - S\) composition along the A12/S2, SR3 and P19 transects where each marker is the average along a given transect within a surface zone in February 2005 (star markers) and September 2005 (triangle markers). The coloring of each marker corresponds to the surface zone within which the mean is computed and the winter and summer markers for each zone are connected by a dotted line. Each winter marker is annotated with the name of the transect. The solid and dashed sector contours for the surface zones and water masses are the same as in Fig. 4.3. The subtropical markers for the A12/S2 and P19 transects are all warmer than 16\(^{\circ}\)C and thus exceed the \(\theta\) limit for the figure.
4.6 Latitude-depth transects along 7°E (approximating the track of the World Ocean Circulation Experiment (WOCE) A12/S2 meridional section) for February 2005 (left column) and September 2005 (right column) for S (g/kg; top row), θ (°C; middle row), and PV (m⁻¹s⁻¹; bottom row). Climatological positions of the Southern Ocean fronts depicted by vertical lines: STF (dashed black), SAF (solid white), PF (solid black) and sACCF (dashed white). Gray contours are SAMW density class isopycnals (26.5 and 27.1 σθ). Dashed gray contour denotes the extent of CDW, dashed reddish-purple contour denotes the extent of SAMW with unstable vertical salinity gradient.

4.7 Latitude-depth transects along 145°E (approximating the track of the WOCE SR3 meridional section). Contours and shading same as in Fig. 4.6 with an additional temperature gradient.

4.8 Latitude-depth transects along 89°W – approximating the track of the AAIW05 cruise (Chereskin, 2005) transect along the WOCE P19 meridional section. Contours and shading same as in Fig. 4.7. There is low-stability water that would be classified as a mode water using the low-PV criteria near the PF but it is not outlined with an SAMW contour in these panels because its density (approximately 27.2-27.3 σθ) lies beyond the SAMW density range used throughout this study. Comparing the September PV transect in E to the contemporaneous transects observed during AAIW05 (Hartin et al., 2011) reveals a discrepancy in the location of the deep near-surface low-PV layer in SOSE. The deepest penetration of low-PV water in SOSE is centered poleward of the polar front at roughly 62°S while the deep near-surface low-PV layer observed during the same time period during the AAIW05 Cruise was centered equatorward of the PF at roughly 57°S (Fig. 2a of Hartin et al., 2011).
4.9 Number of months that water matching the $\theta - S$ composition of AAIW was detected at each surface grid point (shaded, out of a possible 60 total months). The shading was created by iterating through each surface grid point at each time step and checking whether the $\theta - S$ composition of the surface was within the overlapping Subantarctic Zone and AAIW sectors in the $\theta - S$ plane.

4.10 $T(\theta, S)$ surface transformations (in Sverdrups [Sv]; left column) and the resulting $F(\theta, S)$ formations (Sv; right column). X-axis for each panel is $S$ (g/kg). Y-axis is $\theta$ ($^\circ$C). The dashed blue contour corresponds to the SAMW sector, the dashed reddish-purple contour corresponds to the AAIW sector and the dashed dark gray contour corresponds to the CDW sector.

4.11 Phase (month) of maximum transformation by each surface component. The x-axis of each panel is salinity (g/kg); y-axis is potential temperature ($^\circ$C). Contours are the same as the left column of Fig. 4.10.

4.12 Net heat transformation (Sv, shaded) for surface heat flux and surface freshwater flux. The x-axis of each panel is $S$ (g/kg); y-axis is $\theta$ ($^\circ$C). The dashed lines depicting the 26.75 $\sigma_\theta$ isopycnal corresponds to the dashed vertical lines in Fig. 4.16.

4.13 Sea ice concentration and density flux due to heat loss during March, May, July and September, 2005 (austral fall and winter). The areas of heat loss density flux correspond to sensible-heat polynyas and embayments. Similar, but smaller, polynyas and embayments also occur in 2006. The green dot at 67.0416°S, 10.083°W indicates the point at which polynya-induced deep convection occurs for the longest duration during the simulation.
4.14 A time versus depth (y-axis depicted using log$_{10}$ scale) plot of $\theta$ and $S$ for the point at 
67.0416°S, 10.083°W. The dark gray dashed line denotes the extent of CDW, which 
typically exists beneath the cold and fresh surface layer but reaches the surface from 
May through September of 2005. A weaker convection event is also visible in 2006 but 
composition of the surface mixed layer is not warm and salty enough to be considered 
CDW.

4.15 Latitude-depth transects along 89°W for February and September 2008. Contours 
and shading same as in Fig. 4.8. The deep convection mixing AAIW up to the 
surface is visible in the vicinity of the Subantarctic Front in panels B, D, and F.

4.16 One dimensional surface transformations computed by applying Eq. 4.16 to the 
$T(\theta, S)$ transformations in Fig. 4.10 and applying a smoothing filter since the $T(\theta, S)$ 
transformations are computed at discrete grid points in the $\theta - S$ plane. Comparing 
this figure to Fig. 4.10 demonstrates how a mean transformation by a single compo-
nent does not necessarily represent a conversion from dense water to lighter water (or 
vice versa) because in the subpolar region the seasonal cycle of heating and cooling 
is accomplished by different components of the coupled atmospheric, cryospheric and 
oceanic system.
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Introduction

The disciplines of meteorology and oceanography are both vital to understanding the earth system. Throughout most of the last half century, meteorology has largely been a prognostic discipline. Forecasts made by meteorologists have been widely used and scrutinized, allowing for countless opportunities to test and improve ideas about atmospheric circulation and physics. Since weather forecasts involve integrating numerical models and updating the model state via data assimilation, forecasting demands frequent use of the principles of Bayesian inference. This requirement essentially confronts the physics contained within numerical models at recurring intervals and can reveal systematic model bias.

In contrast, prognostic applications have been less prevalent in oceanography. Oceanographic forecasts are much rarer than atmospheric forecasts and, perhaps as a consequence of this disparity, many ideas concerning oceanic circulation have not been tested to the same degree as ideas concerning atmospheric circulation.

This dissertation presents three methods for testing oceanographic ideas:

- Applying methodologies to analogous features from different ocean basins allows for the isolation of relevant processes. In the first chapter we study the six salinity maxima that manifest in the subtropical oceans using an isohaline salinity budget. These maxima manifest because evaporation exceeds precipitation in the subtropics. Five of the salinity maxima form in the open ocean while the sixth, the North Indian, forms in the Arabian Sea. Comparing the salinity budgets and vertical structures of the maxima allows us to find that despite different
surface forcing, all of the open-ocean salinity maxima have vertical diffusive fluxes that peak in the late winter. The eastward and poleward edges of these maxima are susceptible to a type of mixing known as salt finger convection that enhances the diffusive flux of salinity out of the maxima in the late winter. In contrast, the North Indian salinity maximum is not susceptible to salt finger convection and its vertical diffusive flux remains relatively constant throughout the year. We also contrast these regions to the Equatorial Pacific Fresh Pool in a short additional chapter.

• Synthetic time series can be used to understand the properties of oceanographic time series in order to construct null distributions for hypothesis testing. We use synthetic time series to mimic observed properties of time series of surface layer salinity and sea surface temperature to examine how samples taken from such time series are affected by three complications: autocorrelation, measurement error, and multiple simultaneous hypothesis tests. We then discuss techniques that can be used to account for these complications in order to correctly construct null distributions for hypothesis testing. These complications are critical to understand, because surface layer salinity is used by the oceanographic community to detect changes in the hydrological cycle. We find that the salinity changes discussed in previous studies, while believed to be significant by many members of the oceanographic community, are not significant at the levels reported in the literature when the complications are taken into account. This work suggests that many of the conclusions within this subset of the oceanographic literature should be reevaluated.

• The water mass transformation framework is used to relate air-sea fluxes of heat and freshwater to the rate of change of the density of seawater. This rate is known as the transformation rate and its convergence, the formation rate, is used to infer the rate at which the ocean’s water masses are formed and destroyed. These estimates of water mass formation and destruction are used by the oceanographic community to understand how air-sea fluxes influence broad-scale
ocean circulation. These inferences, however, are rarely compared against the observational descriptions of the water masses. We conduct potential temperature-salinity censuses of the water masses and compare the census results against the surface transformations. This technique reveals that many of the surface fluxes that are believed to be relevant to water mass transformation are actually related to the seasonal cycle of surface water transformation rather than the transformation of the subsurface water masses.

These chapters share common threads, most importantly the use of conserved tracers to understand the ocean. The first, second and third chapters use the ocean’s salinity field to infer circulation within the ocean and changes in the hydrological cycle. The first, second and fourth chapters use isosurface budgets to study the ocean’s structure and circulation. The third and fourth chapters offer critiques of the previously published literature and suggestions for improving our understanding of ocean structure and the changes observed within it.

We speculate on the implications of this dissertation in a final concluding chapter.
Chapter 1

Climatological Annual Cycle of the Salinity Budgets of the Subtropical Maxima

1.1 Abstract

Six subtropical $S_{\text{max}}$ exist: two each in the Pacific, Atlantic, and Indian Ocean basins. The NI $S_{\text{max}}$ lies in the Arabian Sea while the remaining five lie in the open ocean. The annual cycle of E-P flux over the $S_{\text{max}}$ is asymmetric about the equator. Over the NH $S_{\text{max}}$, the semiannual harmonic is dominant (peaking in local summer and winter), while over the SH $S_{\text{max}}$, the annual harmonic is dominant (peaking in local winter). Regardless, the SLS for all six $S_{\text{max}}$ reaches a maximum in local fall and a minimum in local spring. This study uses a multidecade integration of an eddy-resolving ocean general circulation model (OGCM) to compute salinity budgets for each of the six $S_{\text{max}}$. The NI $S_{\text{max}}$ budget is dominated by eddy advection related to the evolution of the seasonal monsoon. The five open-ocean $S_{\text{max}}$ budgets reveal a common annual cycle of vertical diffusive fluxes that peak in winter. These $S_{\text{max}}$ have regions on their eastward and poleward edges in which the vertical salinity gradient is destabilizing. These destabilizing gradients, in conjunction with wintertime surface cooling, generate a gradually deepening wintertime mixed layer. The vertical salinity gradient sharpens at the base of the mixed layer, making the water column susceptible to salt finger convection and enhancing vertical diffusive salinity fluxes out of the $S_{\text{max}}$ into the ocean interior. This process is also observed in Argo float profiles and is related to the formation regions of subtropical mode waters.
1.2 Introduction

The broad patterns of SLS are set by the interaction of surface waters with the atmosphere (Wust, 1935). The descending branch of the Hadley Cell drives anticyclonic flow over the ocean basins causing evaporation to exceed precipitation, elevating SLS and creating six subtropical salinity maxima (hereafter S\textsubscript{max}). Five of the S\textsubscript{max} lie primarily in the open-ocean: the Pacific and Atlantic S\textsubscript{max} are located around 25\textdegree\text{N} and 20\textdegree\text{S}; the South Indian (SI) S\textsubscript{max} is around 30\textdegree\text{S} (Gordon et al., 2015). The NI S\textsubscript{max} lies in the Arabian Sea and Gulf of Oman around 18\textdegree\text{N}. Coasts bound it to the north and west. For brevity we will refer to each S\textsubscript{max} by the first initial of its hemisphere and ocean basin, e.g. North Atlantic (NA) S\textsubscript{max} denotes the North Atlantic subtropical salinity maxima. The S\textsubscript{max} are bounded by different isohaline values given in Table 1.1. We selected these values as those that define the maximum volume that is confined to the subtropical region of each basins’ corresponding hemisphere.

The annual cycle of E-P flux over the subtropical regions is asymmetric about the equator (Large and Yeager, 2009). Over the NH S\textsubscript{max} the semiannual harmonic dominates (peaking in local summer and winter) while over the SH S\textsubscript{max} the annual harmonic dominates (peaking in local winter). In spite of this asymmetry in E-P forcing, the SLS of all six S\textsubscript{max} reaches a maximum in local fall and minimum in local spring (open-ocean S\textsubscript{max}: Gordon et al. [2015] NI S\textsubscript{max}: Rao and Sivakumar [2003]). On the eastward and poleward edges of each open-ocean S\textsubscript{max}, the vertical gradient of salinity, \(\partial_z S\), is destabilizing and the net surface heat flux (SHF) changes sign during the transition from summer to winter. Bingham et al. (2012) depict seasonal SLS variability in these areas (see their Fig. 4), which suggests that the position of the S\textsubscript{max} within each basin influences SLS variability in the surrounding regions.

This study employs an eddy-resolving OGCM to compute salinity budgets for all six S\textsubscript{max} to address two objectives: determine the importance of individual ocean processes in balancing climatological mean E-P forcing and to discover why, in spite of their different annual cycles of E-P, the annual cycle of SLS for all six S\textsubscript{max} is dominated by the annual harmonic. Following Bryan and Bachman (2015), who studied NA S\textsubscript{max}, these budgets are computed within a control volume that

<table>
<thead>
<tr>
<th>Isohaline</th>
<th>NA S\textsubscript{max}</th>
<th>SA S\textsubscript{max}</th>
<th>NI S\textsubscript{max}</th>
<th>SI S\textsubscript{max}</th>
<th>NP S\textsubscript{max}</th>
<th>SP S\textsubscript{max}</th>
</tr>
</thead>
<tbody>
<tr>
<td>37.0</td>
<td>37.0</td>
<td>35.8</td>
<td>35.6</td>
<td>35.2</td>
<td>36.1</td>
<td></td>
</tr>
</tbody>
</table>
is bounded by an isohaline surface in order to eliminate the mean advection term from the budget. NA $S_{max}$ is perhaps the most well-studied $S_{max}$, as it was the site of the Salinity Processes in the Upper Ocean Regional Study (SPURS; Lindstrom et al., 2015) and is a region of high-coverage by the Ship of Opportunity Program (Reverdin et al., 2007). Previous observation-based studies have emphasized the importance of different processes in the subtropical salinity balance: horizontal advection by Ekman and geostrophic flow (Yu, 2011), vertical fluxes (Qu et al., 2011 who only examined NA $S_{max}$; Bingham et al., 2012), and eddy fluxes (Gordon and Giulivi, 2014 who only examined NA $S_{max}$).

While OGCMs have the ability to simulate regularly gridded fields of oceanographic variables, including diffusion terms that are difficult to measure in situ, they experience a particular challenge that is relevant to the salinity budget. Of the two components that determine the density and stability of seawater, potential temperature, $\theta$, and salinity, $S$, the latter has been more difficult for OGCMs to model with fidelity (Durack et al., 2013). Because modeled $S$ distributions can be biased – even in this precise model configuration, as discussed by Bryan and Bachman (2015) – this study reinforces its key results with comparisons to Argo float data.

### 1.3 Background

The subsurface structure of each $S_{max}$ creates gradients that constrain large-scale patterns of vertical mixing. The open-ocean $S_{max}$ each have a subsurface salinity maximum known as STUW (O’Connor et al., 2002). The STUW are located westward and equatorward of the sea surface salinity maxima (shown schematically in Fig. 1.1). This displacement creates contrasting regions of $\partial_z S$ along the edges of the open-ocean $S_{max}$. On their eastward and poleward edges, $\partial_z S$ is destabilizing – $S$ decreases with depth, creating a top-heavy salinity distribution. Conversely, on their westward and equatorward edges, $\partial_z S$ is stabilizing – $S$ increases with depth, creating a bottom-heavy salinity distribution. Unlike the open-ocean $S_{max}$, the subsurface salinity maximum beneath NI $S_{max}$ is located approximately beneath the surface maximum and thus $\partial_z S$ is weak.

In addition to these regions of contrasting $\partial_z S$, the stratification of subtropical oceans is affected by an annual cycle of SHF, which changes sign during the course of a year. All of the $S_{max}$ experience net heating during the summer and net cooling during the winter (Fig. 1.2), however the annual cycle of SHF over NI $S_{max}$ is distinct. It has the shortest period of surface cooling (typically from
mid-November to early February) and its period of surface heating is interrupted by a relatively weak period during local summer. Consequently, its mixed layer exhibits maximum depth in January and has a secondary maximum in July \cite{Weller2002}. The open-ocean $S_{\text{max}}$ have mixed layers that gradually deepen throughout local winter and rapidly shoal in local spring. For the open-ocean $S_{\text{max}}$, the coldest wintertime SSTs exist on their eastward and poleward edges.

Since $\partial_z S$ and the vertical gradient of potential temperature, $\partial_z \theta$, can compensate for each other (i.e. a column with destabilizing $\partial_z S$ can be stabilized by $\partial_z \theta$) a measure of their composite influence on stability is the density ratio,

$$R_\rho = \frac{\alpha_T \partial_z \theta}{\beta_S \partial_z S}$$

where $\alpha_T$ and $\beta_S$ are the thermal expansion and haline contraction coefficients, respectively. The density ratio in the surface layer changes throughout the year as E-P fluxes alter $\partial_z S$ and surface cooling in the autumn and winter weakens (warming in the spring and summer strengthens) $\partial_z \theta$.

A notable manifestation of this air-sea interaction is the generation of various types of subtropical mode waters (MWs). In a review of subtropical MWs, Hanawa and Talley \cite{Hanawa2001} develop a classification system organizing them into types, two of which are relevant to this study: Type I – the archetype of which is 18° MW \cite{Worthington1959} – which form on the equatorward side of western boundary current extensions due to convection induced by intense winter cooling and are
Figure 1.2: The climatological annual cycle of surface heat flux (W/m²) over each $S_{max}$ in CESM. The x-axis is offset by six months for the SH $S_{max}$ (top x-axis labels) with respect to the NH $S_{max}$ (bottom x-axis labels) to account for the hemispheric phase shift of the seasons.
relatively uniform in potential density, $\rho_0$; and Type II — the archetype of which is Madiera MW (Käse et al. 1985; Siedler et al. 1987) — which form on the eastward and poleward edges of the $S_{\text{max}}$, have variable $\rho_0$ and density-compensating $\partial_z S$ and $\partial_z \theta$ (Toyama and Suga 2010).

Type II MWs are of particular interest in regard to the subtropical cells (STCs) (McCreary and Lu 1994), which are shallow overturning circulations that connect the subtropical and tropical oceans. STCs provide a mechanism by which the properties of subtropical oceans can propagate subsurface through the Central Waters of the thermocline (e.g. Schmitt 1981; Sprintall and Tomczak 1993) to the tropical oceans where they can potentially influence the frequency or intensity of El Niño/Southern Oscillation (ENSO) events (e.g. Gu and Philander 1997; Cane et al. 1997).

The formation region of Type II MWs coincides with the source region of the descending branch of the STCs (e.g. Joyce et al. 1998; Johnson 2006) and these MWs have been identified within the vicinity of NA $S_{\text{max}}$ (Käse et al. 1985), NP $S_{\text{max}}$ (Hautala and Roemmich 1998) and SP $S_{\text{max}}$ (Tsuchiya and Talley 1996).

Type II MW volumes vary significantly throughout the year. After decaying to minimum thickness in the summer, they build throughout the fall and reach peak thickness in the late winter as surface cooling weakens $\partial_z \theta$, which, in conjunction with the destabilizing $\partial_z S$ component, decreases the stability of the column and enhances mixing. This wintertime buildup deepens the mixed layer and increases $S$ at depth. $\partial_z S$ sharpens below the MW layer near the base of the mixed layer, which, in conjunction with the weakened $\partial_z \theta$, decreases $R_\rho$. This enhances $S$ fluxes from the mixed layer into the thermocline (Yeager and Large 2004) and makes water columns susceptible to salt finger convection (Johnson 2006). Salt finger convection is a type of double diffusive convection arising in water columns in which $\theta$ and $S$ both decrease with depth and $R_\rho$ is sufficiently low (typically when $1 < R_\rho < 2$). Since the diffusivity of $\theta$ is roughly two orders of magnitude greater than the diffusivity of $S$, water parcels lose heat much faster than they lose salt and become negatively buoyant (Stern 1960) creating finger-like convective plumes. Salt finger convection acts to reduce the potential energy stored in the top-heavy $S$ distribution by transporting salt downward in the convective plumes at a faster rate than they transport heat (which diffuses out of the walls of the convective plumes). This allows salt finger convection to transport density upgradient in a fluid, increase its stability and, in the context of this discussion, hasten the decay of the MW. Salt finger convection has been inferred from in situ data beneath the Type II MW formation regions of the NA (St. Laurent and Schmitt 1999; Kolodziejczyk et al. 2015), SP (Wong and Johnson 2003).
1.4 Numerical Experiment and Results

1.4.1 Model description

We used the POP2 (Smith et al., 2010) and CICE4 (Bailey et al., 2010) components of CESM in an eddy-resolving oceanic tripole grid (Murray, 1996) with zonal resolution of 0.1°, meridional resolution of 0.1° cos(lat) and 62 vertical levels (10m spacing above 160m and gradually increasing spacing towards the sea floor).

The equation of state is computed using the method of McDougall et al. (2003). Freshwater forcing is imposed as a virtual salt flux. Vertical mixing is represented using the K-profile parameterization (KPP) of Large et al. (1994). Turbulent shear mixing and double diffusive convection are represented by increasing vertical diffusivity above the background diffusivity, κ. Shear mixing is a function of the gradient Richardson number. Salt finger convection is a function of \( R_\rho \), as defined in Eq. 1.1 according to the empirical parameterization of St. Laurent and Schmitt (1999):

\[
\kappa_{DD}(R_\rho) = \kappa^0_d[1 - (R_\rho - 1)/(R^0_\rho - 1)]^3
\]

where \( R^0_\rho = 2.55 \) and \( \kappa^0_d \) is \( 1 \times 10^{-2} m^2/s \) and \( 7 \times 10^{-3} m^2/s \) for salt and heat, respectively. The mixed layer depth is computed as the shallowest local maximum of the buoyancy gradient.

1.4.2 Model experiment

We forced the ocean and ice components of CESM in accordance with the CORE (Griffies et al., 2009) guidelines. The COREv2 dataset is composed of a blend of National Centers for Environmental Prediction (NCEP) reanalysis (Kalnay et al., 1996) and a variety of satellite-based reconstructions of surface atmospheric state and flux fields (Large and Yeager, 2009). COREv2 includes interannually varying forcing data, spanning the years 1948-2009 and a single “normal year” which is an exactly repeating synthetic year derived from the interannually varying data. The interannual dataset incorporates observational and reanalysis data from a variety of sources with irregular start and stop times. In 1979, COREv2 begins incorporating data from the Microwave Sounding Unit (MSU) (Spencer, 1993), the Climate Prediction Center Merged Analysis of Precipitation (CMAP) product.
(Xie and Arkin, 1996) and Global Precipitation Climatology Project (GPCP) data (Huffman et al., 1997). Coastal runoff is imposed using the Dai and Trenberth (2002) climatology. The model was initialized with temperature and salinity distributions from the WOCE climatology (Gouretski and Koltermann, 2004) and spun up for 15 model years with COREv2 normal year forcing. This spin up was shared by the experiment described in Bryan and Bachman (2015) but the integrations branched after spinup: Bryan and Bachman continued by extending their integration for another 5 years under normal-year forcing; the integration in this study continued for another 33 years under interannually varying forcing corresponding to the years 1977-2009. Since the transition from normal-year forcing to interannual forcing makes the forcing fields discontinuous, we started the interannual forcing in 1977 to mitigate the effects of these perturbations and restricted our analysis to the output from 1979-2009. Output was saved as five-day averages and converted to monthly averages using a weighted mean.

1.4.3 Model analysis

To derive our salinity budget we start with the model’s salinity conservation equation:

$$\frac{\partial S}{\partial t} = -\nabla \cdot (uS) + \left[ \frac{\partial}{\partial z} \kappa \left( \frac{\partial S}{\partial z} - \Gamma \right) \right] + A_s \nabla^4 S$$

(1.3)

where $S$ is the salinity, $\kappa$ is the vertical diffusivity, $\kappa \Gamma$ is the KPP counter gradient flux, and $A_s$ is the horizontal hyperdiffusivity. The surface boundary conditions for Eq. 1.3 are:

$$\kappa \frac{\partial S}{\partial z}|_{z=0} = S_{ref}(E - P)$$

(1.4)

$$\kappa \Gamma |_{z=0} = 0$$

(1.5)

where $E$ is evaporation, $P$ is precipitation, and $S_{ref} = 34.7$ psu is the model’s constant reference salinity used to convert freshwater fluxes to a virtual salt flux. We compute the integral of Eq. 1.3 upon climatological monthly mean output (denoted by the bar, $\bar{\cdot}$) within a volume, $V$, that is bounded in the ocean interior by an isohaline surface $\partial V$, upon which $\bar{S} = S_o$ and at the surface by
a time-dependent outcrop area, $A$ within which $\bar{S} > S_0$:

$$
\int\int\int_{V(\bar{S} > S_0)} \frac{\partial \bar{S}}{\partial t} dv = - \int_{\partial V(\bar{S}=S_0)} \bar{u} \cdot da + \int_{\partial V(\bar{S}=S_0)} \overline{\kappa \frac{\partial \bar{S}}{\partial z} - \Gamma} k \cdot da + \int_{A(\bar{S} > S_0)} S_{ref}(E-P) dA + \int\int\int_{V(\bar{S} > S_0)} A_S \nabla_h^4 \bar{S} dv
$$

(1.6)

Since the first term of the right-hand side (RHS) of Eq. 1.6 is a covariance, we can partition it into time-mean and eddy terms:

$$
\int\int_{\partial V(\bar{S}=S_0)} \bar{u} \cdot da = S_0 \int\int_{\partial V(\bar{S}=S_0)} \bar{u} \cdot da + \int_{\partial V(\bar{S}=S_0)} \bar{u}' S' \cdot da = \int_{\partial V(\bar{S}=S_0)} \bar{u}' S' \cdot da
$$

(1.7)

The term describing time-mean velocity advection vanishes, resulting in:

$$
\int\int\int_{V(\bar{S} > S_0)} \frac{\partial \bar{S}}{\partial t} dv = - \int_{\partial V(\bar{S}=S_0)} \bar{u}' S' \cdot da + \int_{\partial V(\bar{S}=S_0)} \overline{\kappa \frac{\partial \bar{S}}{\partial z} - \Gamma} k \cdot da + \int_{A(\bar{S} > S_0)} S_{ref}(E-P) dA + \int\int\int_{V(\bar{S} > S_0)} A_S \nabla_h^4 \bar{S} dv
$$

(1.8)

We denote the terms of Eq. 1.8 from left to right, as tendency, eddy advection, vertical diffusion, E-P and horizontal diffusion. Since CESM imposes no-flux boundary conditions at solid surfaces, the volume described here can intersect coastlines and the seafloor. We use Eq. 1.8 to compute the budget on the climatological monthly mean output of the years 1979-2009 of the integration. Bryan and Bachman (2015) demonstrate that since eddy mixing is a two-stage process where eddies first stir the fluid, enhancing local $\theta/S$ gradients, and small-scale mixing then acts upon these gradients, computing the budget on climatological monthly mean data allows for the inference of the total mixing induced by the eddies. Finally, to evaluate model bias, we compare the outcrop area for each $S_{max}$ to the MIMOC climatology (Schmidtko et al., 2013). Since MIMOC is largely based on Argo data, we use only the model years that overlap with the Argo era (2000-2009) during this comparison.

1.4.4 Model Results and Discussion

Climatological Description of the $S_{max}$

Consistent with observations of STUW, subsurface isohaline contours are displaced westward and equatorward of the surface outcrops (Fig. 1.3) of each open-ocean $S_{max}$ (resembling Fig. 1.1). The
subsurface isohaline contour is not displaced for NI $S_{\text{max}}$. The STUW of South Atlantic (SA) $S_{\text{max}}$ is displaced more equatorward and less westward in comparison with the other $S_{\text{max}}$ because it abuts the coast of Brazil. In the vicinity of the open-ocean $S_{\text{max}}$, the mean mixed layer depths (MLDs) range from around 50m in the summer months to around 100-130m in the winter months. The simulation’s annual SLS cycles, as indicated by outcrop extent (Fig. 1.4), are roughly in phase with MIMOC observations although the amplitude of the MIMOC annual cycles is larger for all $S_{\text{max}}$. The phase of these annual SLS cycles is also consistent with in situ observations (NI $S_{\text{max}}$: Rao and Sivakumar 2003; open-ocean $S_{\text{max}}$: Gordon et al. 2015) with seasonal maxima (minima) in local fall (spring). The model tends to have a fresh bias (Fig. 1.5), with smaller outcrops for each $S_{\text{max}}$, with the exception of NP $S_{\text{max}}$. The open-ocean $S_{\text{max}}$ outcrops tend to have a spatial bias, with the MIMOC outcrops extending farther eastward and poleward. This bias suggests the model may overestimate vertical diffusive fluxes in regions that have destabilizing $\partial_z S$.

**Climatological $S_{\text{max}}$ Salinity Budgets**

We consider the percentage of the climatological annual mean E-P that is balanced by each budget term (Table 1.2). Eddy advection balances the largest percent of E-P in NI $S_{\text{max}}$ (-77%), SI $S_{\text{max}}$ (-70%), NP $S_{\text{max}}$ (-60%) and NA $S_{\text{max}}$ (-55%). Vertical diffusion balances the largest percent of E-P in SP $S_{\text{max}}$ (-60%) and SA $S_{\text{max}}$ (-55%). The tendency term is small but of the same sign as E-P in
Figure 1.4: The annual cycle of outcrop extent anomaly (m²) from annual mean value for CESM (black) and MIMOC (light blue).
Figure 1.5: Model climatological mean SLS (psu, shaded) and comparison of climatological mean $S_{\text{max}}$ outcrops of the integration (black contours) and MIMOC (light blue). In all cases, with the exception of NP $S_{\text{max}}$, the MIMOC outcrops are larger, with the largest discrepancy in SP $S_{\text{max}}$, where MIMOC outcrop area is nearly double that of the model. The white paths along the eastward and poleward edges of each MIMOC outcrop are the position of the Argo floats over the two-year periods described in Section 1.5.

all six $S_{\text{max}}$, indicating that the mean salinity of each $S_{\text{max}}$ increased during the integration. While this is consistent with the amplification of SLS variance (Durack and Wijffels, 2010) in response to a strengthening hydrological cycle (Held and Soden, 2006) this result could also be a consequence of model drift (Durack et al., 2013).

Turning our attention to the annual cycles of each budget (Fig. 1.6), the SH $S_{\text{max}}$ exhibit E-P minima in the late spring (November for SA and SI; December for SP) and maxima in the winter (June for SP; July for SA and SI). The NH $S_{\text{max}}$ exhibit an annual cycle of E-P dominated by the semianual harmonic with wintertime maxima in January and summertime maxima in June (NP) or July (NA and NI). In spite of this difference in the annual cycle of E-P, the annual cycle of net S flux out of the $S_{\text{max}}$ into the ocean interior (which is the sum of the horizontal diffusion, vertical diffusion and eddy advection terms) is roughly in phase for all of the $S_{\text{max}}$. In each of the open-ocean $S_{\text{max}}$, the magnitude of net flux is greatest in the winter while the net flux for NI $S_{\text{max}}$ peaks in the late fall. The magnitude of the vertical diffusion term peaks in the winter for all of the open-ocean $S_{\text{max}}$. The magnitude of the eddy advection term nearly doubles in the winter for SI $S_{\text{max}}$ and is slightly enhanced for NA and SA $S_{\text{max}}$. It does not have a noticeable seasonality in NP and SP $S_{\text{max}}$. In NI $S_{\text{max}}$, the magnitude of eddy advection reaches a minimum in April and maximum in October. This is likely related to the onset of the Southwest Monsoon, which develops during the
Table 1.2: Climatological annual mean magnitude of each budget term and the percent of E-P balanced by each of the remaining budget terms (Sv psu). Since the mean advection term should vanish from Eq. 1.7 it provides an estimate of the error in Eq. 1.8. We include its magnitude as an error estimate in the rightmost column.

<table>
<thead>
<tr>
<th>S&lt;sub&gt;max&lt;/sub&gt;</th>
<th>E - P</th>
<th>Tendency</th>
<th>Hor Diff</th>
<th>Eddy Adv</th>
<th>Ver Diff</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA Mag</td>
<td>2.90</td>
<td>0.05</td>
<td>-0.01</td>
<td>-1.58</td>
<td>-1.37</td>
<td>1E-3</td>
</tr>
<tr>
<td>% of E-P</td>
<td>100%</td>
<td>2%</td>
<td>0%</td>
<td>-55%</td>
<td>-47%</td>
<td>N/A</td>
</tr>
<tr>
<td>SA Mag</td>
<td>2.49</td>
<td>0.05</td>
<td>-0.02</td>
<td>-1.16</td>
<td>-1.36</td>
<td>2E-3</td>
</tr>
<tr>
<td>% of E-P</td>
<td>100%</td>
<td>2%</td>
<td>-1%</td>
<td>-46%</td>
<td>-55%</td>
<td>N/A</td>
</tr>
<tr>
<td>NI Mag</td>
<td>3.58</td>
<td>0.13</td>
<td>0.03</td>
<td>2.74</td>
<td>-1.01</td>
<td>7E-3</td>
</tr>
<tr>
<td>% of E-P</td>
<td>100%</td>
<td>4%</td>
<td>1%</td>
<td>-77%</td>
<td>-28%</td>
<td>N/A</td>
</tr>
<tr>
<td>SI Mag</td>
<td>4.4</td>
<td>0.1</td>
<td>0.0</td>
<td>-3.1</td>
<td>-1.5</td>
<td>2E-2</td>
</tr>
<tr>
<td>% of E-P</td>
<td>100%</td>
<td>3%</td>
<td>0%</td>
<td>-70%</td>
<td>-34%</td>
<td>N/A</td>
</tr>
<tr>
<td>NP Mag</td>
<td>5.8</td>
<td>0.1</td>
<td>0.0</td>
<td>-3.5</td>
<td>-2.4</td>
<td>2E-2</td>
</tr>
<tr>
<td>% of E-P</td>
<td>100%</td>
<td>1%</td>
<td>0%</td>
<td>-60%</td>
<td>-42%</td>
<td>N/A</td>
</tr>
<tr>
<td>SP Mag</td>
<td>3.6</td>
<td>0.0</td>
<td>0.0</td>
<td>-1.5</td>
<td>-2.2</td>
<td>1E-2</td>
</tr>
<tr>
<td>% of E-P</td>
<td>100%</td>
<td>1%</td>
<td>0%</td>
<td>-41%</td>
<td>-60%</td>
<td>N/A</td>
</tr>
</tbody>
</table>

summer and dissipates during the fall and is associated with freshening in the Arabian Sea [Rao and Sivakumar, 2003].

**Vertical Diffusion in the Subtropics**

Since the annual cycle of S flux from NI S<sub>max</sub> into the ocean interior is governed by a distinct process, eddy advection, we continue by examining why the magnitude of the vertical diffusion term peaks in the late winter for the open-ocean S<sub>max</sub>. However, since the vertical diffusion term peaks in winter in the open-ocean S<sub>max</sub> and is approximately constant throughout the year in the NI S<sub>max</sub>, we analyze NI S<sub>max</sub> in parallel with the open-ocean S<sub>max</sub> because this contrast demonstrates how the annual cycle of vertical diffusion is influenced by the annual cycle of SHF.

Fig. 7 of Bingham et al. (2012) shows that in the regions eastward and poleward of the open-ocean S<sub>max</sub>, a vertical flux term, $\left(\frac{\partial h'}{\partial t}\right)\left(\frac{\partial \bar{S}}{\partial z}\right)$, where $h'$ is the seasonal variation of the MLD, dominates their SLS budget in winter and spring. While this process is captured in the entrainment term, Bingham et al. describe it as a “seasonal heaving of the mixed layer.” We begin by interpolating the vertical diffusion term in the model output to the depth of the mixed layer (Fig. 1.7), which demonstrates that on the eastward and poleward regions of the S<sub>max</sub>, there is indeed a vertical flux of S through the base of the mixed layer into the deeper ocean. Since this process coincides with wintertime surface cooling and a decrease of $\frac{\partial \theta}{\partial z}$, we also compute $R_p$ and use Eq. 1.2 to determine
Figure 1.6: The climatological annual cycle of the salinity budget (Sv psu) for each $S_{max}$. The net flux term is the sum of horizontal diffusion, eddy advection, and vertical diffusion.
Figure 1.7: The simulation’s climatological mean vertical diffusive flux of salt through the base of the mixed layer (psu m/s, shaded). Black and gray contours are isohaline contours as in Fig. 1.3. Light blue contours are regions where salt finger convection penetrates the base of the mixed layer. In the vicinity of the $S_{max}$ these regions of salt finger convection are on the eastward and poleward edges of each $S_{max}$ & correspond with regions of negative vertical diffusive salt fluxes through the mixed layer base (magenta shaded regions).

the regions where salt finger convection enhances diffusivity at the base of the mixed layer.

In the NA, NP and SP, these areas of S flux from the mixed layer into the ocean interior coincide with the regions of Type II MW formation. MWs are typically characterized using the planetary component of potential vorticity,

$$PV = \frac{f}{\rho} \frac{\partial \rho}{\partial z}$$

(1.9)

where $f$ is the Coriolis parameter. PV is used in the study of MW since it quantifies vertical stability, is approximately conserved in geostrophic flow and is generally much larger in magnitude than the relative potential vorticity component. (Hanawa and Talley, 2001). To account for the cross-equatorial change in the sign of $f$ we use $|PV|$ in computations but refer to it as PV within the text. Type II MWs have a “core” (depth of minimum PV) found around 75-100 m during the late winter. While studies use different values of PV to demarcate the boundaries of mode waters, we use the value of Wong and Johnson (2003), where $|PV| < 3 \times 10^{-10} m^{-1} s^{-1}$, to examine the extent of low-PV water in all basins.

Since the contrasting regions of stability are on diagonally opposite sides of the open-ocean $S_{max}$, we create depth transects through each $S_{max}$ (Fig. 1.8 & 1.9) along the paths in Fig. 1.3. Low-PV water forms in the surface layer along each transect however, the waters beneath these low-PV regions generate salt finger convection only on the eastward and poleward sides of the open-ocean.
When low-PV water forms on the westward and equatorward side of the \( S_{\max} \), as visible in NP and SP, the waters underlying these low-PV volumes do not generate salt finger convection because \( \partial_z S \) is stabilizing above the STUW. Similarly, the waters within NI \( S_{\max} \) are not susceptible to salt finger convection because \( \partial_z S \) is weak. We also depict the seasonal evolution of the mixed layer depth and the salt finger convection diffusivity at intervals during the winter and spring. The NH (SH) open-ocean \( S_{\max} \) show mixed layer deepening from January through March (July through September) and rapid shoaling from March through May (September through November). Salt finger convection forms above the mixed layer base in January (July), penetrates the mixed layer base in March (September), and dissipates below the shoaled mixed layer in May (November). This process is depicted in a simplified schematic in Fig. 1.10.

Though we have not computed a buoyancy budget in this study, it is important to note that the locations of these regions where the waters become susceptible to salt finger convection are significant because of the connection between Type II MWs and the descending branch of the STCs. This seasonal propagation of salt finger convection provides a diapycnal mixing pathway that transforms near-surface water into deeper, subsurface Central Water. Furthermore, since it mixes density upgradient, the newly transformed Central Waters can escape reentrainment when the mixed layer deepens in subsequent winters.
Figure 1.8: Transect plots through each NH \( S_{max} \) along the paths shown in Fig. 1.3. Climatological January PV (m\(^{-1}\)s\(^{-1}\), shaded), isohaline bounding each \( S_{max} \) (white contours) and volumes where \(|PV| < 3.0 \times 10^{-10} m^{-1}s^{-1}\) (magenta). Climatological mixed layer depth for January, March and May is shown by mustard yellow contours ranging from dark/thick to light/thin. Climatological areas of salt finger convection for January, March and May are shown by blue contours ranging from dark/thick to light/thin.
Figure 1.9: Transect plots through each SH $S_{max}$ along the paths shown in Fig. 1.3. Climatological July PV ($m^{-1} s^{-1}$, shaded), isohaline bounding each $S_{max}$ (white contours) and volumes where $|PV| < 3.0 \times 10^{-10} m^{-1} s^{-1}$ (magenta). Climatological mixed layer depth for July, September and November is shown by mustard yellow contours ranging from dark/thick to light/thin. Climatological areas of salt finger convection for July, September and November are shown by blue contours ranging from dark/thick to light/thin.
Figure 1.10: A simplified schematic of the seasonal deepening of the mixed layer. The solid lines depict isohaline contours. Dashed-dotted lines surrounding the white volumes depict low-PV layers. Dotted lines surrounding dark gray volumes depict areas of salt finger convection.
1.5 Argo Float Selection and Analysis

The mixed layer deepening mechanism described in Section 1.4.4 is significant because it demonstrates how the annual cycle of the salinity budget, Type II MW formation, diapycnal mixing induced by salt finger convection and the descending branch of the STC may be connected. However these results come with the caveat that the model has a low SLS bias in this region. We reinforce our results using Argo (Roemmich et al., 2009) profiles to demonstrate that this process can be observed in situ. This analysis follows Johnson (2006) for SP and Toyama and Suga (2010) for NP and shows that the process occurs on the eastward and poleward edges of all five open-ocean $S_{max}$.

1.5.1 Float Selection and Methodology

We select Argo floats along the eastward and poleward edges of each MIMOC $S_{max}$ outcrop. To provide assurance that the observed processes are not merely single-year anomalies (since this study attempts to explain processes in the climatological annual cycle) we select Argo floats that remain in the region long enough to provide approximately two years of data (73 depth profiles). As a consequence of this requirement, the Argo data are reported with varying start and stop dates. Table 1.3 displays the ID numbers and duration of data analyzed from each float. The white areas in Fig. 1.5 depict the path each float traversed during this duration. We follow the analysis of Section 1.4.4, using Eq. 1.2 to parameterize the salt finger convection diffusivity and Eq. 1.9 to detect the presence of low-PV water masses using the same value as in Section 1.4.4, $|PV| < 3 \times 10^{-10} m^{-1} s^{-1}$. There are many methods for determining the depth of the mixed layer from in situ data (de Boyer Montégut et al., 2004); we employ the criterion of Monterey and Levitus (1997) who use a threshold method specifically for the study of subtropical MWs: the base of the mixed layer is the pressure at which a profile’s $\sigma_\theta$ increases from its linearly extrapolated surface value by a set interval, $\delta \sigma_\theta=0.125$ kg m$^{-3}$.

1.5.2 Argo Results

The Argo data (Fig. 1.11) from the open-ocean $S_{max}$ depict a buildup of a low-PV layer within mixed layer as it gradually deepens in response to surface cooling throughout the winter months. Salt finger convection diffusivity peaks beneath the low-PV layer and above the base of the mixed layer as the mixed layer restratifies in the late spring. Salt finger convection diffusivity persists
Table 1.3: The Float ID #s and data duration for the Argo data include in Section 1.5. Each float provides 73 profiles (approximately 2 years) of data within the eastward and poleward region of each $S_{max}$.

<table>
<thead>
<tr>
<th>$S_{max}$</th>
<th>Float ID</th>
<th>Start (YYYY-MM-DD)</th>
<th>End (YYYY-MM-DD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA</td>
<td>4901588</td>
<td>2013-09-23</td>
<td>2015-09-10</td>
</tr>
<tr>
<td>SA</td>
<td>1901001</td>
<td>2013-12-23</td>
<td>2015-12-13</td>
</tr>
<tr>
<td>NI</td>
<td>2901340</td>
<td>2011-12-25</td>
<td>2013-12-14</td>
</tr>
<tr>
<td>SI</td>
<td>5901711</td>
<td>2010-01-26</td>
<td>2012-01-16</td>
</tr>
<tr>
<td>NP</td>
<td>5903597</td>
<td>2011-11-11</td>
<td>2013-11-12</td>
</tr>
<tr>
<td>SP</td>
<td>3900664</td>
<td>2008-01-14</td>
<td>2010-02-20</td>
</tr>
</tbody>
</table>

year-round but weakens throughout the summer months. The open-ocean $S_{max}$ have relatively deep maximum mixed layer depths: NP and SP ~160 dbar; SA and NA ~225 dbar; and SI ~240 dbar. In the NI $S_{max}$ profiles, the maximum mixed layer depth is much shallower (reaching ~90 dbar); the salt finger convection diffusivity is both weak and inconstant.
Figure 1.11: 73 depth profiles from each of the Argo floats with data durations listed in Table 1.3. Depths where $|PV| < 3.0 \times 10^{-10} \text{m s}^{-1}$ depicted in magenta. Salt finger convection diffusivity as estimated by 1.2 (blue shading). Depth of the mixed layer depicted in mustard yellow.
1.6 Summary and Conclusions

This study aims to determine the relative importance of internal ocean processes for balancing climatological annual mean E-P fluxes and to explain why, in spite of their different annual cycles of E-P, the SLS of all six $S_{\text{max}}$ reaches a maximum in local fall and minimum in local spring. Eddy advection plays a primary role in the climatological balance of E-P fluxes, from a high of balancing 77% of climatological annual mean E-P for NI $S_{\text{max}}$ to a low of 41% for SP $S_{\text{max}}$. Vertical diffusion also plays a significant role in balancing E-P fluxes, from a high of 60% for SP $S_{\text{max}}$ to a low of 28% for NI $S_{\text{max}}$. The climatological annual mean tendency term is of the same sign as E-P fluxes for all six $S_{\text{max}}$, indicating that they all increased in mean S during the integration. This is consistent with the observed pattern amplification of SLS ([Durack and Wijffels] 2010) but may be a consequence of model drift ([Durack et al.] 2013). The horizontal diffusion term is negligible in the budgets of all six $S_{\text{max}}$.

While the SLS of all six $S_{\text{max}}$ reaches a maximum (minimum) in local fall (spring), the salinity budget of NI $S_{\text{max}}$ is distinct: its annual cycle of net flux into the ocean interior is dominated by eddy advection. The annual cycle of SHF for NI $S_{\text{max}}$ is governed by the seasonal evolution of the monsoon circulation and thus it experiences a short period of surface cooling (typically from mid-November to early February) and relatively shallow mixed layers. The annual cycle of net flux in the open-ocean $S_{\text{max}}$ budgets is governed by a combination of eddy advection and vertical diffusion for SI $S_{\text{max}}$ and vertical diffusion for the remaining $S_{\text{max}}$.

The westward and equatorward displacement of STUW with respect to the surface outcrop of the open-ocean $S_{\text{max}}$ creates contrasting regions of stability in their vicinity. On the equatorward and westward regions $\partial_z S$ is stabilizing while on the eastward and poleward regions $\partial_z S$ is destabilizing. These regions of destabilizing $\partial_z S$ experience longer periods of wintertime surface cooling when compared to NI $S_{\text{max}}$ (typically four to six months) and develop thicker layers of near-surface low-PV water. This process gradually deepens the mixed layer and sharpens $\partial_z S$ below the “core” of the low-PV layer and above the base of the mixed layer. This makes waters susceptible to salt finger convection and enhances vertical diffusive fluxes of S from the $S_{\text{max}}$. The mixing induced by salt finger convection provides a diapycnal mixing pathway for near-surface low-PV waters to transform into subsurface Central Waters. These regions have been identified as Type II MW formation regions in NA ([Joyce et al.] 1998), NP ([Ladd and Thompson] 2000), and SP ([Wong and Johnson] 2003) and
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coincide with the source water regions of the descending branch of the STCs. Though our model results come with the important caveat that CESM has a low SLS bias in these regions compared to observations, this seasonal process is also observed in Argo floats.

This finding, that low-PV water is produced in response to wintertime surface cooling in regions of destabilizing $\partial_z S$ adjacent to the open-ocean $S_{\text{max}}$, has broader implications for our understanding of MW formation. A comparison of our Fig. 1.7 to Plate 5.4.3 of Hanawa and Talley (2001) shows that $\partial_z S$ tends to be stabilizing or neutral in Hanawa and Talley’s Type I MW regions and the columns are not susceptible to salt finger convection except in the case of SA Subtropical MW (SA STMW). Unlike the other open-ocean $S_{\text{max}}$, SA $S_{\text{max}}$ is located at the westward extent of the basin, and thus large areas within the central SA have destabilizing $\partial_z S$ and are susceptible to salt finger convection. This suggests that the Type II MW formation process may generate low-PV water in the central SA even though the classification implies that intense cooling associated with the Brazil Current is the source of low-PV for SA subtropical mode water (STMW).

Two other irregularities support this notion:

- Type I mode waters are typically uniform in $\rho_\theta$. SA STMW is an outlier in this case because its $\rho_\theta$ is variable (Hanawa and Talley, 2001), a property generally associated with Type II MWs.

- Type I mode waters are typically associated with western boundary currents that experience intense wintertime SHF. Källberg et al. (2005) estimate that the Kuroshio Current (adjacent to NP STMW) has a max wintertime SHF of -401 W/m$^2$ and the Gulf Stream Current (adjacent to NA STMW) has a max wintertime SHF of -396 W/m$^2$. In contrast, the Brazil Current (adjacent to SA $S_{\text{max}}$) has a max wintertime SHF of only -170 W/m$^2$.

The original study of MW in SA (Provost et al., 1999) was based on a sparse dataset that predates the Argo era. This suggests that further study may reveal a more detailed distribution of MWs in SA, analogous to recent findings in the NP (Oka and Qiu, 2012). The existence of Type II MW in the central SA would provide further evidence of the connection between the STCs and Type II MWs. The source water region for the descending branch of the SA STC (Fig. 1 of Snowden and Molinari, 2003) corresponds to the Type II MW formation region in Fig. 1.7.

Our results come with two important caveats: the S fluxes due to salt finger convection are not differentiated from other contributions to vertical mixing in the diagnosed budgets, and the model
has a low S bias in the regions eastward and poleward of the $S_{\text{max}}$. It should be possible to use the KPP mixing scheme to explicitly quantify the magnitude of S fluxes due to salt finger convection by exporting contributions to $\kappa$ from each physical process in addition to the total vertical diffusion term. Additionally, St. Laurent and Schmitt (1999) developed Eq. 1.2 by considering mixing schemes in parameter space and found that in low Richardson number conditions, turbulent shear mixing best fit observations while in high Richardson number and low $R_\rho$ conditions, salt finger mixing best fit observations. Our configuration of CESM (1.0.4) does not screen for low Richardson numbers before imposing Eq. 1.2. It would be prudent to run a sensitivity study in which low Richardson numbers are screened to see if this helps to mitigate the SLS bias in the vicinity of the $S_{\text{max}}$.
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Chapter 2

Salinity Budget of the Equatorial Pacific Salinity Minimum

2.1 Abstract

The surface waters of the Equatorial Pacific exhibit low salinities, as they underlie the annual migration path of the Intertropical Convergence Zone (ITCZ). Ekman transport plays a key role not only in the tropics, but in the larger coupled climate system by influencing the transition between warm and cold phases of ENSO. In the Central Pacific, winds are zonal and, north of the Equator, Ekman transport advects low salinity water northward. In the Eastern Pacific, winds are southerly and, in the absence of strong meridional advection, the surface waters form a distinct salinity minimum ($S_{\text{min}}$), known as the Eastern Pacific Fresh Pool (EPFP). We apply an isohaline budget to study the EPFP. The budget reveals that precipitation is primarily balanced by vertical diffusion in the EPFP.

2.2 Introduction

The Equatorial Pacific is a region where the influence of salinity sharply contrasts with its influence in the subtropics. Tropical waters underlie regions of atmospheric convergence and experience high annual mean rates of precipitation with a strong annual cycle. Mixed layers tend to be shallow, ranging from roughly 20m in the Eastern Pacific to 70m in the Central Pacific (de Boyer Montégut et al., 2004). Although surface waters are doubly stable (You, 2002) as temperature decreases and salinity increases with depth, incorporating the effects of salinity improves the performance of ocean models by reducing equatorial SST gradients, improving the fidelity of the representation of the cold tongue and enhancing Indonesian throughflow (e.g. Murtugudde and Busalacchi, 1998; Vossepoel...
and Behringer, 2000). The region is the equatorward edge of the STC (e.g. McCreary and Lu, 1994; Liu, 1994) and salinity anomalies generated in the subtropics can influence the dynamics of the equatorial regions (Schneider, 2004). Ekman advection has a large influence on the salinity budget of the region since in the Eastern Pacific prevailing winds are southerly (Kessler, 2006).

In the Eastern Pacific, the lowest salinity values in the tropics are found in the EPFP. Its boundaries are defined by the 34.0 psu isohaline outcrop (Bennett, 1963), but SLS values can decrease below 32 psu. The EPFP typically remains between the Equator and 15°N and its extent is limited by equatorial upwelling to south, the coasts of Central and South America to the North & East and the North Equatorial Counter Current (NECC) to the west (Kessler, 2002). While our interest in the EPFP is to contrast its salinity budget with those of the subtropical $S_{\text{max}}$, early studies in the region were motivated by its ecological significance (Wyrtki, 1964) since it envelopes the Panama Bight – a large marine ecosystem for corals and plankton (Marra et al., 1987) and the developmental stages of several large fish species such as the Spanish mackerel, sierra and black skipjack tuna (Margulies, 1993). Only recently has work in the region focused on the effects of salinity. Alory et al. (2012) qualitatively described the seasonal SLS dynamics of the EPFP using data from the Soil Moisture and Ocean Salinity (SMOS) (Kerr et al., 2001) satellite. The Salinity Processes in the Upper Ocean Regional Study 2 (SPURS-2) field campaign (Schmitt et al., 2015) also studied a nearby region of low salinity centered around 10°N, 125°W near the highest regions of tropical precipitation. Yu (2014, 2015) describes a contrast in the seasonal behavior of the $S_{\text{min}}$ and precipitation maximum. The precipitation maximum follows the movement of the ITCZ, oscillating (in the zonal mean) roughly from 5°N in March to 8°N in September while the $S_{\text{min}}$ forms around 4°N in January and propagates monotonically north before dissipating at 11°N in the following March (Fig. 9 of Yu, 2015).

The current system of the Eastern Tropical Pacific is complex. It includes zonal surface currents: the NECC and the South Equatorial Current (Kessler, 2006); and seasonally generated eddies: the Costa Rica Dome and the Tehuantepec Bowl (Willett et al., 2006). With respect to ENSO, this region is where coastal Kelvin waves are believed to be reflected into off-equatorial Rossby waves, as described by Kirtman (1997).

Since salinity values form a distinct local minimum, the waters of the EPFP are suitable for study using an isohaline salinity budget formulation, which eliminates the effects of mean advection. The objective of this chapter is to describe the mean annual salinity budget of the EPFP and to
understand how the tropical oceans balance the large annual cycle of precipitation. Since the EPFP is a local minimum bound by an isohaline surface, \( S_o = 34.0 \) psu, we modify the salinity budget shown in Eq. 1.8 by flipping the sign of the inequalities in the integral limits to account for the distinction that the EPFP is a minimum rather than a \( S_{max} \):

\[
\int\int\int_{V(\bar{S} < S_o)} \frac{\partial \bar{S}}{\partial t} \, dv = - \int\int_{\partial V(\bar{S} = S_o)} \bar{u} \cdot \bar{S}' \cdot \, da + \int\int_{\partial V(\bar{S} = S_o)} \left( \frac{\partial S}{\partial z} - \Gamma \right) \, k \cdot \, da + \int\int_{A(\bar{S} < S_o)} S_{ref} (E - P) \, dA + \int\int\int_{V(\bar{S} < S_o)} A \nabla^4 \bar{S} \, dv
\]

(2.1)

2.3 Results

2.3.1 Climatological Simulation of the Eastern Pacific Fresh Pool

The model’s simulated SLS agrees well with MIMOC observations in both its spatial extent and annual cycle of outcrop area (Fig. 2.1). The model matches the western and northern extent of the observed minimum (Fig. 2.1a). The MIMOC outcrop extends farther than the model along its southwest edge around 3\(^\circ\)N-10\(^\circ\)N and the model outcrop extends farther than MIMOC along the northwest edge around 12\(^\circ\)N-18\(^\circ\)N. The California Current advects low salinity water along the coast of Baja California (34.0 psu at the top of Fig. 2.1a). Since this water mass is distinct from the EPFP it is excluded from the budget. The outcrops agree well in surface area throughout the year, although CESM exhibits a slightly larger surface area in January and February (Fig. 2.1b). The outcrops both reach their minimum extent in April and their maximum in November. The magnitude of surface flux from COREv2 peaks in July and the lowest values of SLS and the largest spatial extent of the outcrop is in the late fall (Fig. 2.2). The simulation’s seasonal cycle of sea surface height (SSH) anomalies (Fig. 2.3) compare well with observations (e.g. Fig. 7 of Kessler 2006). The Costa Rica Dome strengthens seasonally, with a maximum intensity in boreal fall and winter. The Tehuantepec Bowl strengthens and the NECC decays in boreal spring.

2.3.2 Salinity Budget of the Eastern Pacific Fresh Pool

The annual cycle of the salinity budget shows that the surface flux term is balanced primarily by the tendency term (Fig. 2.4). The tendency term is negative from early May through November while the surface flux term is positive from the beginning of January through mid-April and negative throughout the remainder of the year. The annual cycle of the surface flux term is primarily caused
Figure 2.1: (a) Climatological model SLS (shaded, psu) and mean 34.0 psu contours for the simulation (black) and MIMOC (light blue). (b) Surface area bound by each of the outcrops in (a) as a function of month.
Figure 2.2: Annual cycle of surface flux (shaded, psu m/s) with isohaline contours in purple (psu) and isotherms in black (°C).

Figure 2.3: Annual cycle of SSH anomaly (shaded, cm) with surface velocity vectors (cm/s) and isohaline contours (purple, psu).
The horizontal diffusion term is negligible and the vertical diffusion term is roughly sinusoidal. The peak and trough of the vertical diffusion term roughly coincide with the change in sign of the tendency term: the trough (peak) of the vertical diffusion term is in mid April (November), which is in rough coincidence with the change in sign of the tendency term from positive to negative (negative to positive) in early May (late October). This relationship suggests that the magnitude of the vertical diffusion term is in simple balance with the surface salinity.

To examine this relationship further we to create spatial maps of the pattern of vertical diffusive flux through the base of the mixed layer (Fig. 2.5). There is a zonal gradient of mixed layer depth with depths generally decreasing to the East. The mixed layer shoals in regions of lower SLS due to the increased stratification caused by the enhanced negative vertical gradient of salinity. We also examine the annual cycle of the vertical salinity gradients and vertical diffusion (Fig. 2.6) by depicting a time versus depth plot at 10°N and 110°W (denoted by the black marker in Fig. 2.5). During the fall months, the mixed layer shoals in response to increased stratification due to the

by the ITCZ’s seasonal enhancement of precipitation over the EPFP, which peaks in the boreal summer and fall (Fig. 2.2).
The seasonal mean patterns of vertical diffusive flux through the base of the mixed layer (shaded, psu×m/s). Seasonal mean isohalines in purple and seasonal mean mixed layer depth in mustard.

freshwater flux. Thus enhanced diffusion is the direct result of the seasonally enhanced $\partial_z S$.

The difference between the versions of the salinity budgets (Fig. 2.4) allows us to infer the effect of high-frequency phenomena, such as mesoscale eddies and tropical instability waves, upon mixing. We see that the primary difference is that when the climatological monthly mean budget is compared to the 5-day budget using Eq. 2.1, eddy advection is enhanced and vertical diffusion is weakened in the climatological budget. These results are consistent with those in Chapter 1, suggesting that high-frequency phenomena enhance local gradients of salinity, which vertical mixing then acts upon.
2.4 Discussion

The tropical Pacific is a region in which the role salinity plays upon the vertical stability of the water column is different than in the subtropics. Since the waters of the EPFP are doubly stratified, rather than having an unstable $\partial_z S$ component as in the subtropical $S_{max}$, the inferences we make from the salinity budget are more limited. The salinity budget of the EPFP is dominated by the large annual cycle of precipitation beneath the path of the ITCZ. Because of the overwhelming influence of precipitation, properly accounting for the effects of salinity on stratification in the EPFP should improve our ability to forecast ENSO transitions by improving the representation of the Equatorial Undercurrent. For example, in low-resolution models, the meridional shear in the vicinity of the EPFP is too weak when compared against observations (Tseng et al., 2016).

In the EPFP the annual cycle of precipitation is compensated seasonally by local tendency and dissipated primarily by vertical diffusion. While the annual amplitude of the tendency term is large, we see after taking annual means of the climatological time series in Fig. 2.4 that the surface flux is primarily balanced by vertical diffusion (81%), eddy advection (15.5%) and tendency (3.5%).

Despite these limited insights, the application of the salinity budget to the EPFP provides a candid check on the validity of the salinity budget methodology – it provides results that are straightforward to interpret.
Chapter 3

Hypothesis Testing and Climate Change: Four
Complications (and How to Account for Three of Them)

3.1 Abstract

Statistical hypothesis tests are used to infer changes in Earth’s climate. Typically, a test statistic computed from data is compared against a null distribution to determine whether a change or trend observed in the data is statistically significant. However, the null distributions used in these tests are often estimated without considering how complications present in climate data – autocorrelation and measurement error – affect the variance of samples and the shape of the null distribution. These complications increase the variance of samples taken from the data and increase the width of the null distribution. Therefore, neglecting their effects results in overestimating the significance of changes or trends computed from the data. We consider time series of ocean temperature and salinity data and generate synthetic time series mimicking the properties of observational time series to illustrate these concepts. We then demonstrate how to account for the aforementioned complications. Next, we discuss two methods for handling other aspects of climate analysis: evaluating the significance of multiple tests conducted simultaneously and determining when a linear regression is an appropriate model for inferring the presence of a trend in a particular time series. After illustrating these concepts, we return to analyzing the time series of ocean temperature and salinity data and apply the methods necessary to account for autocorrelation, measurement error and multiple simultaneous tests. We discuss how the conclusions of many studies that infer significant changes in ocean salinity and the hydrological cycle should be reevaluated.
3.2 Introduction

Statistical hypothesis tests are the principle tool used to infer changes and trends in Earth’s climate. Conducting a hypothesis test requires an analyst to formulate a null hypothesis (typically that a change or trend is not present in the data), compute a test statistic from the data and then compare it against a null distribution. If the test statistic falls within a sufficiently improbable region of the null distribution, then the null hypothesis is rejected and the analyst claims that a statistically significant change or trend has been observed.

While these steps are familiar to anyone acquainted with the rudiments of statistical analysis, the complications that arise when analyzing climate data are often overlooked. In particular, the techniques used by many analysts to estimate the shape of the null distribution require that the data being analyzed are independent of each other (lacking in correlation) and are measured without error. These requirements are usually not met in climate analysis, since climate data are spatially and temporally correlated and possess non-negligible measurement error.

The presence of autocorrelation and measurement error in data affects the distribution of samples collected from it. The distribution of samples from such data possesses a larger variance than samples taken from data that are independent and measured without error. Since the consequences of these complications are unfamiliar to many analysts, we thoroughly discuss their effects in the background section of this study. Within that section, we use synthetic time series (which allow us to specify the autocorrelation functions and error magnitudes) as a pedagogical tool to illustrate the effects of the complications and demonstrate how to account for them when constructing a null distribution.

Linear regressions are often used to determine whether trends are present in time series. In addition to the complications described above, regression analysis poses another complication that must be addressed: determining whether a linear model is appropriate for characterizing the data under analysis. Several conditions must be met in order to accurately estimate the null distribution of the regression slope. When these conditions are not met, a phenomenon known as model misspecification [Harvey and Collier 1977], the estimate of the regression slope is biased and thus it is not possible to use standard techniques to determine whether a given regression slope is significantly different from zero [Draper and Smith 1998]. Since linear regressions are so commonly employed in the context of climate analysis, we demonstrate the approach of Harvey and Collier. However, model fitting is an expansive topic, so we restrict our discussion to linear models, leaving non-linear
approaches such as those discussed by Barnett (1984) and Ghil et al. (2002), among others, beyond the scope of our discussion.

We analyze climatological data from two fields in the ocean, SST and SLS, to demonstrate these ideas. Changes in SST are related to global temperature changes and are comprehensively described in the literature. Changes in ocean salinity have been studied with the intention of using them to detect changes in the Earth’s hydrological cycle (Held and Soden, 2006). Such changes are expected to manifest as shifts in the broad patterns of E-P. Indeed, many studies of ocean salinity report broad, statistically significant changes in the salinity field (Boyer et al., 2005; Tesdal et al., 2018) and then conclude that these changes are related to a changing hydrological cycle (Hosoda et al., 2009; Durack and Wijffels, 2010; Helm et al., 2010; Skliris et al., 2014). These studies, however, do not account for autocorrelation, measurement error, and model misspecification when conducting their hypothesis tests.

Beyond the evaluation of hypothesis tests lies a broader challenge. When evaluating climate data, analysts often pose a separate, more complicated question: are the global changes or trends observed in a two-dimensional field comprised of individual time series significant? The SST and SLS fields can be thought of as being comprised of individual grid points each possessing a local time series. If the null hypothesis is rejected for subset of these local time series, how does an analyst determine whether significant global changes have occurred in each field?

This type of question has a long history within climate analysis. Walker (1914) realized that an analyst evaluating multiple hypothesis tests is increasingly likely to observe improbable test statistics as the number of tests increases. He formulated a criterion for evaluating individual hypothesis tests that becomes more stringent as the number of tests increases; Katz and Brown (1991) and Wilks (2016) provide longer discussions of this phenomenon and discuss Walker’s criterion for evaluating it. Livezey and Chen (1983) introduced another approach to this problem by attempting to estimate whether the number of locally significant changes (or correlations, in their study) was itself significant, an approach they termed the detection of “field significance.”

We describe an alternative technique, first introduced in the medical literature by Benjamini and Hochberg (1995), which focuses on controlling what is known as the FDR or controlling the rate at which null hypotheses are erroneously rejected. Ventura et al. (2004), Wilks (2006) and Wilks (2016) discuss the application of Benjamini and Hochberg’s approach to geospatial data in order determine field significance and describe a methodology that is applicable even in the presence of
spatial correlation.

These four complications – autocorrelation, measurement error, multiple testing, and model misspecification – greatly influence the outcome of hypothesis testing, yet they are rarely discussed within the literature concerned with the ocean’s climate. We explain techniques for accounting for the first three of these complications within typical hypothesis tests. The last complication, model misspecification, is extensively described within the statistical literature (e.g. Ramsey 1969, Brown et al. 1975, Harvey and Collier 1977, White 1982, Draper and Smith 1998). We describe a technique for identifying model misspecification so that analysts can determine when linear regressions are an appropriate tool for inferring the presence of trends. However, accounting for the effects of model misspecification within hypothesis tests is a formidable task that is deserving of consideration in a separate study.

We apply the above techniques to an observational data set of ocean SST and SLS (Good et al., 2013) and demonstrate that the statistically significant changes observed in the ocean salinity field are not present at the levels described by prior studies when the effects of autocorrelation, measurement error and multiple testing are taken into account.

3.3 Background

3.3.1 Hypothesis Testing

We begin with a review of the steps involved in statistical hypothesis testing so that when we discuss the effects of autocorrelation and measurement error it is clear where, exactly, their effects must be accounted for when formulating a test.

Hypothesis tests generally involve five steps (Wilks 2011):

1. Select a test statistic that is capable of addressing the research question. In climate studies, this test statistic is often the difference of mean values of data collected over two distinct time periods or the slope of the best-fit line through a time series.

2. State a null hypothesis. For our test statistics mentioned above, the null hypothesis would be that the difference of mean values is zero or the slope of the best-fit line is zero.

3. State an alternative hypothesis. This step determines whether or not the test should be one- or two-sided. For example, if our alternative hypothesis states that the slope of the best-fit
line should be positive (the time series increases in value as time passes) then the alternative hypothesis would not be confirmed if the slope is negative even if the magnitude of the slope is improbably large.

4. Determine the null distribution of the test statistic. The null distribution is the sampling distribution of the test statistic, presuming the null distribution is true. In many studies the null distribution is estimated using a parametric distribution. In practice, this step is the most difficult but crucial step in the formulation of a hypothesis test.

5. Use the null distribution to ascertain how probable it would be to observe the test statistic, assuming the null hypothesis true. This probability is known as the p-value. If the p-value is less than a specified threshold, \( \alpha \) (which is also known as the level of the test), the null hypothesis is rejected.

While these steps seem straightforward, step 4 is often more difficult than analysts realize. The null distribution is usually determined using a parametric probability distribution function, often using either a t distribution when the sample size is small (Student, 1908) or a normal (Gaussian) distribution when the sample size is larger.

The two sample statistics that must be collected when using a normal distribution to prescribe a null distribution are the sample mean, \( m \), and the sample variance, \( s^2 \):

\[
f(y) = \frac{1}{\sqrt{2\pi s^2}} \exp \left( \frac{-(y - m)^2}{2s^2} \right)
\]

Fig. 3.1 depicts the use of a normal distribution to specify a null distribution. The shaded regions of the distribution’s tails depict the regions where a test statistic would be rejected for exceeding a commonly used level, \( \alpha = 0.05 \). We use \( y \) as the independent variable because, henceforth, we will be discussing null distributions in the context of time series analysis.

### 3.3.2 Synthetic-Data Time Series

In order to illustrate how autocorrelation and measurement error affect hypothesis tests, we generate synthetic-data time series. This approach allows us to create data with known properties that we can systematically alter in order to illustrate the effects of autocorrelation and measurement error.

To simplify the discussion, all of our time series are comprised of values drawn from a parent
Figure 3.1: An example parametric probability distribution function, where the curve is specified by the Gaussian distribution. The shaded regions on each tail of the distribution indicate the regions where observing a test statistic would exceed the test level $\alpha = 0.05$.

distribution – in our case we use a normal distribution – that possesses parameters that we control. We specify that the parent distribution has a mean, $\mu = 0$, and variance, $\sigma^2 = 1$. We use these Greek letters, following Student (1908), in order to distinguish the parameters of the parent distribution – the population mean, $\mu$, and population variance, $\sigma^2$ – from the statistics of the sample distribution – the sample mean, $m$, and the sample variance, $s^2$. Furthermore, the square roots of the variances denote the respective standard deviations: $\sigma$ is the population standard deviation and $s$ is the sample standard deviation. Box (1987) provides a historical discussion of Student’s early scholarship which distinguished between these quantities.

The other aspect of the synthetic-data time series that we control is their autocorrelation structure. We arrange the order of the values in the time series to ensure that the time series possess a specific lag-1 autocorrelation, following the method described by Wilks (2011). Arranging the order of the values in this manner does not affect the population variance but, as we shall see, it does affect the sample variance.

We illustrate these elements using Fig. 3.2 to depict all of the concepts that are involved and how they relate to each other. Panel A depicts the parent distribution which, again, is a parametric normal distribution specified by the parameters $\mu = 0$ and $\sigma = 1$. Throughout this paper we always depict parametric distributions using dashed lines. Panel B is a histogram depicting the relative frequency of 10,000 values, or observations, drawn from the parametric distribution. We use these observations to construct our time series. Since we drew such a large number of observations from the
parent distribution, the shape of the histogram in Panel B roughly matches the parametric parent
distribution in Panel A. Panel C depicts a time series constructed from the observations in Panel B.
Thus, this time series is comprised of 10,000 observations but we only show the first 100 observations
in order to make the autocorrelation structure of the time series more apparent. Panel D shows the
same time series as in Panel C but with sky blue horizontal bars overlaid. These horizontal bars
represent the mean value of samples taken from the observations, where ten successive observations
are averaged into a single value. Panel E shows the distribution of the 1000 sample means taken
from the time series. This distribution is known as the sample distribution of the sample mean.
Panel F shows same the parametric null distribution depicted in Fig. 3.1 (except with the axes
transposed) when $m = 0$ and $s$ is estimated using the formula for the standard error of the mean:

$$s = \sigma/\sqrt{N}.$$ \hfill (3.2)

We highlight the discrepancy between Panels E and F. Typically when analysts use a parametric
distribution to estimate the shape of the null distribution, as in Panel F, they are attempting to
approximate the shape of the distribution that would be observed if a large number of samples were
taken from data or observations which are consistent with the null hypothesis. In our synthetic
data example, we depict such a distribution in Panel E. Panels E and F do not match because
the technique we used for estimating the sample standard deviation in Eq. 3.2 assumes that the
observations are independent of one another. In this time series (and in most time series) the
observations are autocorrelated.

3.3.3 Complications

We use this visual technique depicted in Fig. 3.2 to highlight the effects of complications and to
demonstrate the effectiveness of methods that account for them.

Autocorrelation

Fig. 3.3 depicts the same concepts as Fig. 3.2 except the dashed lines depicting parametric dis-
tributions are overlaid directly atop the sample distributions. We alter the lag-1 autocorrelation
of the time series so that it increases with each row. Since there is no autocorrelation present in
the top row, we see that specifying $s$ using Eq. 3.2 actually results in a parametric distribution
Figure 3.2: The elements of synthetic data times series and samples taken from it. A) A parametric probability distribution (dashed black line), representing the parent distribution, from which the values in the time series are drawn with $\mu = 0$ and $\sigma = 1$. B) A histogram (solid blue fill) of 10,000 values drawn from the parent distribution. C) A time series (solid blue line) constructed from the values in (B). Only the first 100 values are shown although the time series consists of all 10,000 values from (B). D) Sample means (horizontal sky blue lines) sampled from the time series, with the averaging period $N=10$. The first 10 sample means are depicted but 1000 samples, spanning the entirety of the time series are collected. E) A histogram of the 1000 sample means (sky blue fill) drawn from the time series. This distribution is known as the sample distribution of the sample mean. F) A parametric distribution (dashed orange line) meant to approximate the shape of the sample distribution of the sample mean where $s = \sigma / \sqrt{N}$. This parametric distribution does not match the shape of the sample distribution in (E) because the time series exhibits autocorrelation.
that matches the sample distribution of the sample mean. As the autocorrelation increases, using Eq. 3.2 to specify $s$ in the parametric distribution results in an increasingly worse fit to the sample distribution of the sample mean.

This complication is well-understood within the context of time series analysis. A straightforward technique for accounting for autocorrelation is to inflate the sample variance by multiplying it by a factor, $V$, that estimates the magnitude of the lagged autocorrelation coefficients within a sample:

$$s_{auto}^2 = Vs^2 = V\frac{\sigma^2}{N}$$

(3.3)

where $V$ is computed using the approach of Bayley and Hammersley (1946):

$$V = 1 + 2\sum_{j=1}^{N-1} \left(1 - \frac{j}{N}\right)\rho_j$$

(3.4)

where $N$ is the number of observations in a sample and $\rho_j$ is the $j$th lag autocorrelation coefficient. This approach works for the time series exhibiting lag-1 autocorrelation that we consider here and also for time series exhibiting autocorrelation beyond lag-1. We apply Eq. 3.3 and Eq. 3.4 and see, in the bottom three rows of Fig. 3.3, that the parametric distribution matches the sample distribution as the autocorrelation increases in the time series.

**Measurement Error**

One of the other assumptions of standard techniques for hypothesis testing is that the data being analyzed are either measured without error or the errors are small enough to be ignored. Climate data have many possible sources of error. Temporally or spatially averaged data have an uncertainty that is typically proportional to the variance of the data being averaged (Matalas and Langbein 1962, or, for a discussion of the data used in this study, Good et al. 2013). Even deterministic weather or climate models have uncertainty, since truncation errors in initial states cause uncertainty in model ensembles (Lorenz 1963).

One method of accounting for this uncertainty is to take random draws from the error distribution and add them to the data. This method is used, for example, to estimate the initial system state in ensemble forecasts (Leith 1974 & Anderson 1996). While this approach can cause an individual sample to be closer to the mean of the parent distribution, it acts to increase the variance of the
Each row contains a condensed version of the elements depicted in Fig. 3.2. In the left column the parametric parent distribution (dashed black line) is overlaid atop the histogram of values drawn from it (solid blue fill). In the middle column, the first 100 values of time series (solid blue lines) constructed from the histograms in the left columns are depicted along with the first 10 sample means (horizontal sky blue lines) sampled from each of the time series. Each of these sets of time series and samples consists of 10,000 observations and 1,000 sample means even though not all of these are shown. The right column shows the histogram of sample means drawn from each time series (solid sky blue fill) and parametric distributions used to estimate the shape of the sample distribution where the variance of the distribution is specified assuming $s^2 = \sigma^2 / N$ (dashed orange curve) and $s^2 = V\sigma^2 / N$ (dashed vermilion curve). The lag-1 autocorrelation of the time series is different for each row where in A it equals 0.0, in B it equals 0.25, in C it equals 0.5 and in D it equals 0.75.
sample distribution when many samples are taken.

To account for the effects of measurement error, we add the error variance, $s^2_\epsilon$, to the autocorrelation-inflated variance:

$$s^2_{\text{auto+error}} = V\sigma^2 + s^2_\epsilon$$

This approach tacitly assumes that the measurement errors are uncorrelated. It is often the case that the errors themselves are indeed correlated which would increase the sample variance even further. However, in the absence of knowledge of the temporal structure of the errors, our assumption that the errors are independent provides a lower bound of their effect on the sample variance.

Fig. 3.4 depicts a time series with both autocorrelation and error and shows that the parametric distribution specified using using Eq. 3.5 accounts for both complications and matches the sample distribution. Fig. 3.5 depicts all three parametric distributions from Fig. 3.4 in order to highlight the importance of accounting for both autocorrelation and error. Applying the thresholds estimated from the parametric distribution that does not account for autocorrelation and error (narrowest distribution; orange dashed line) for a test at the $\alpha = 0.05$ level to test statistics collected from our time series that exhibits both autocorrelation and measurement error is equivalent to applying the $\alpha = 0.3$ level on the parametric distribution that accounts for both complications (widest distribution; bluish-green dashed line). In other words, by failing to account for autocorrelation and error an analyst would overestimate the frequency of statistically significant test statistics drawn from the time series in Fig. 3.4B estimated at the $\alpha = 0.05$ level by a factor of six.

3.3.4 Temperature and Salinity Data

We move beyond the consideration of individual hypothesis tests to a broader question in climate analysis. How does an analyst determine whether changes or trends observed in a global field of time series is significant? This problem is a difficult one, since it is often the case that when analyzing a global set of time series, only a subset of local time series will be observed to have statistically significant changes. In order to address this problem we use an observational data set of ocean temperature and salinity, the Hadley Centre EN 4.2.1 data set [Good et al., 2013], which provides quality controlled objective analyses of temperature and salinity data with uncertainty estimates. The temperature and salinity fields are spatially correlated and have non-negligible uncertainties, as shown in Figs. 3.6 and 3.7. Examining time series at individual points also demonstrates that the
Figure 3.4: A time series with measurement error and its effect on the sample distribution. A) parent distribution (dashed black line) overlaid atop the histogram of values drawn from it (solid blue fill). B) The first 100 values of the time series (solid blue lines) constructed from the histograms in the left columns, depicted along with the first 10 sample means (horizontal sky blue lines) sampled from the time series. The magnitude of measurement error is depicted using vertical lines extending from each observation (solid reddish-purple lines). A random draw from the error distribution is collected for each observation and a second set of sample means (horizontal yellow lines) are sampled to account for the effect of measurement error. Each of these sets of time series and samples consists of 10,000 observations and 1,000 sample means even though not all of these are shown. C) The histogram of sample means drawn from the time series (solid sky blue fill) and the histogram of sample means drawn from the time series after random errors have been added to each observation (solid yellow fill). Dashed curves depict parametric distributions used to estimate the shape of the sample distribution where the variance of the distribution is specified assuming $s^2 = \sigma^2/N$ (dashed orange curve), $s^2 = V\sigma^2/N$ (dashed vermilion curve), and $s^2 = V\sigma^2/N + s^2_\epsilon$ (dashed bluish-green curve).

Figure 3.5: Three parametric distributions from Fig. 3.4C where the variance of each distribution is estimated using $s^2 = \sigma^2/N$ (dashed orange curve), $s^2 = V\sigma^2/N$ (accounting for autocorrelation; dashed vermilion curve), $s^2 = V\sigma^2/N + s^2_\epsilon$ (accounting for autocorrelation and measurement error dashed bluish-green curve). The filled regions beneath each dashed curve correspond to the regions that an observed test statistic would be rejected at the $\alpha = 0.05$ level. Incorrectly applying the threshold for the orange distribution for data represented by the bluish-green distribution results in an effective level of $\alpha = 0.3$. 
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Figure 3.6: The mean SLS field and the mean uncertainty of the Hadley EN4.2.1 dataset. The black and white dots in each panel correspond to regions of high and low interannual variability of SLS, respectively. Time series taken from these points are shown in Fig. 3.8.

The magnitude of the uncertainty is comparable to the interannual variability of the time series for both temperature and salinity (Figs. 3.8 and 3.9).

3.3.5 Multiple Testing (Field Significance)

With this data set we can begin to discuss the problem of multiple testing. If an analyst were to evaluate multiple hypothesis tests simultaneously while using the same test level, commonly $\alpha = 0.05$, for all of the tests, the probability of rejecting a null hypothesis increases as the number of tests increases. Thus, how does an analyst determine whether a global field of changes or trends is statistically significant?

Benjamini and Hochberg (1995) describe a technique for multiple testing which involves controlling the “false discovery rate” – in other words, minimizing the rate that a true null hypothesis is erroneously rejected. Their approach involves sorting the collection of $p$-values for the G grid points,
Figure 3.7: The mean SST field and the mean uncertainty of the Hadley EN4.2.1 dataset. The black and white dots in each panel correspond to regions of high and low interannual variability of SST, respectively. Time series taken from these points are shown in Fig. 3.9.
Figure 3.8: Time series of annual mean SLS values (solid blue line) and measurement error (solid reddish-purple lines) from two different points in the Hadley EN4.2.1 dataset. A) Region of high interannual variability in SLS. B) Region of low interannual variability in SLS. In both cases the magnitude of error is comparable to the magnitude of interannual variability.
Figure 3.9: Time series of annual mean SST values (solid blue line) and measurement error (solid reddish-purple lines) from two different points in the Hadley EN4.2.1 dataset. A) Region of high interannual variability in SST. B) Region of low interannual variability in SST. As with SLS, in both cases the magnitude of error is comparable to the magnitude of interannual variability.
for $i,\ldots,G$, into ascending order, and then scaling the level, $p^*_{FDR}$, for which a given $p$-value is deemed to be significant as a function of the number of tests that are conducted. In the context of climate analysis, Ventura et al. (2004) and Wilks (2016), have adapted this technique and have demonstrated that it is applicable to climate data even if such data is spatially, as well as temporally, correlated. Local hypotheses should be rejected if their $p$-values are less than or equal to the false discovery threshold:

$$p^*_{FDR} = \max_{i=1,\ldots,G} \left[ p(i) : p(i) \leq (i/G)\alpha_{FDR} \right]$$  \hspace{1cm} (3.6)

where $\alpha_{FDR}$ is the level of the test. Wilks (2016) recommends choosing a value of $\alpha_{FDR}$ that is twice the desired global level, $\alpha_{global}$. If an analyst intends to evaluate a global test at $\alpha_{global} = 0.05$ then $\alpha_{FDR} = 0.1$.

### 3.3.6 Model Misspecification

One of the most widely used techniques to infer trends in climate data is to apply a linear regression to a time series and to use the slope of the best-fit line to determine the magnitude of a trend. This procedure involves assuming that a linear model of the form:

$$y_k = \alpha + \beta t_k + \epsilon_k$$  \hspace{1cm} (3.7)

where $\alpha$ and $\beta$ are offset and slope, respectively, and $\epsilon_k$ is a random innovation, can adequately relate a given observation, $y_k$, to the time of an observation, $t_k$ (Draper and Smith, 1998). Many analyses tend to use standard formulae to determine that $\beta$ is significantly different from zero and thus can be used to estimate a trend in the data.

The question that is rarely asked, however, is whether a linear model is an appropriate one for a given time series. The regression literature is replete with warnings that the analyst must determine whether there is significant lack of fit between the model and the observations. Such analysis involves viewing the residuals to determine whether they exhibit heteroskedasticity (non-constant variance), autocorrelation, or a pattern that suggests additional terms are missing from the regression analysis (see, for example, Fig 2.6 of Draper and Smith, 1998). If such problems are present, then the estimate of the variance of $\beta$ will be biased and we cannot use the standard formulae to conclude whether $\beta$ is significantly different from zero.
Even when a linear model is appropriate for the data, the error of the regression slope is more complex than the error of the mean (Eq. 3.2) because the regression slope and offset are correlated. One could imagine adding or removing data from the time series and then recomputing the linear regression would change both the slope and the offset and that these changes would covary. Both the error of the slope and the error of the offset depend on the estimated standard deviation of the uncorrelated residuals (Wilks, 2011):

\[
s_e = \sqrt{\frac{1}{n-2} \left( \sum_{i=1}^{n} y_i^2 - n\bar{y}^2 - \beta^2 \left( \sum_{i=1}^{n} x_i^2 - n\bar{x}^2 \right) \right)}. \tag{3.8}
\]

Eq. 3.8 becomes biased if the residuals are correlated. The error of the offset, \(\sigma_\alpha\), is:

\[
\sigma_\alpha = s_e \left[ \frac{\sum_{i=1}^{n} x_i^2}{n \sum_{i=1}^{n} (x_i - \bar{x})^2} \right]^{1/2}, \tag{3.9}
\]

and the error of the slope, \(\sigma_\beta\), is:

\[
\sigma_\beta = \frac{s_e}{\left[ \sum_{i=1}^{n} (x_i - \bar{x})^2 \right]^{1/2}}. \tag{3.10}
\]

It takes considerable time to individually examine the residuals for a global field in which each grid point represents a time series. Fortunately, there are many statistical tests which examine either the structure of data to determine whether autocorrelation is present (Durbin and Watson 1950, Durbin and Watson 1951), whether the residuals exhibit heteroskedasticity (Breusch and Pagan 1979), or whether the linear model is a poor fit for the time series (Ramsey 1969, Harvey and Collier 1977). We apply one such test, the Harvey-Collier test for model misspecification, to demonstrate the utility of applying such tests to global fields of time series. Such tests quickly show the analyst whether a given model formulation is appropriate for modeling a time series. In the case of the Harvey-Collier test, the linear regression residuals are estimated recursively and examined to see whether or not the mean of the residuals is zero. The null hypothesis is that a linear model is appropriate for the data and the test returns a \(p\)-value. Low \(p\)-values suggest that a linear model is inappropriate for a given time series.

As we can see in Fig. 3.10A the linear model is a poor fit to the SLS time series over most of the ocean, with the exception of regions affected by river runoff. Fig. 3.10B shows that SST time
Figure 3.10: Results of applying the Harvey-Collier model misspecification test ($p$-values, shaded) to annual means of salinity and temperature in the Hadley EN4.2.1 data set.

series can plausibly be fit to a linear model over certain regions of the ocean. However, the pattern is complex and deserving of investigation in its own right. For both SLS and SST, it is inadvisable to use linear models to characterize the time series indiscriminately over the global ocean because large regions of the ocean have time series that cannot appropriately be modeled as linear.

3.4 An Example Test for Difference of Means

We apply the techniques we have described to account for three of the complications present in the data – autocorrelation, measurement error and multiple testing – in order to reexamine whether studies which infer statistically significant changes in the ocean’s salinity field reach valid conclusions.

We use the same statistical test and compute the same test statistic as a previous study, Hosoda et al. (2009), which uses a test for differences of mean to demonstrate that ocean salinity has changed significantly over the past several decades. Their test is slightly more complicated than the basic
tests for difference of means, because theirs allows for the variance of each sample to be different. We see that since the magnitude of the measurement error is non-stationary (Fig. 3.8) we would, indeed, expect the variance of each sample to be different. In this methodology, the test statistic, $t$, is compared against a $t$ distribution to determine how improbable the observed difference of mean is, where:

$$t = \frac{m_x - m_y}{\sqrt{s_x^2/n_x + s_y^2/n_y}},$$

where $m_x$ and $m_y$ are the mean values of each sample, and $n_x$ and $n_y$ are the size of each sample.

We’ll note here a subtlety in the analysis: when analyzing our synthetic data we know the population variance, $\sigma^2$, because we specified it when creating the data. When analyzing an observational data set we don’t actually know the population variance, but the sample variance $s^2$ for independent data converges to Eq. 3.2 when the number of samples is large because of the central limit theorem. When the number of samples is small, the $t$ distribution is used instead of assuming that the sample statistics will be normally distributed.

Using the $t$ distribution, unlike the normal distribution, requires estimating the number degrees of freedom, $df$, of the system. Since Hosoda et al. (2009) assume unequal variances, the degrees of freedom are not simply $df = n_x + n_y - 2$ but are estimated using the Behrens (1929) - Fisher (1935) approach, where:

$$df = \frac{(s_x^2/n_x + s_y^2/n_y)^2}{(s_x^2/n_x)^2 + (s_y^2/n_y)^2}. \tag{3.12}$$

When we use the standard error in Eq. 3.2 to estimate the variance, we see statistically significant changes in salinity over large regions of the ocean, as depicted in Figs. 3.11A & 3.12A. After inflating the variance using Eq. 3.3 to account for autocorrelation, many of the regions of significant changes disappear (Figs. 3.11B & 3.12B). After including the effects of measurement error using Eq. 3.5 the regions of significance diminish further (Figs. 3.11C & 3.12C). Finally, after accounting for multiple testing using Eq. 3.6 all of the regions of significant changes vanish (Figs. 3.11D & 3.12D).
Figure 3.11: Regions of significant differences of observed SLS, following the methodology of Hosoda et al. (2009), evaluated at $\alpha = 0.05$. A) Shaded areas (solid orange fill) correspond to regions where a t-test infers significant change in SLS when $s^2 = \sigma^2/N$. B) Shaded areas (solid vermilion fill) correspond to regions where a t-test infers significant change in SLS when $s^2 = V\sigma^2/N$. C) Shaded areas (solid bluish-green fill) correspond to regions where a t-test infers significant change in SLS when $s^2 = \sigma^2/N + s^2_\epsilon$. D) The result of applying the FDR test to infer regions of significant change in SLS after accounting for autocorrelation and measurement error. No grid points are highlighted.
Figure 3.12: Regions of significant differences of observed SST, following the methodology of Hosoda et al. (2009), evaluated at $\alpha = 0.05$. A) Shaded areas (solid orange fill) correspond to regions where a t-test infers significant change in SST when $s^2 = \sigma^2/N$. B) Shaded areas (solid vermilion fill) correspond to regions where a t-test infers significant change in SST when $s^2 = V\sigma^2/N$. C) Shaded areas (solid bluish-green fill) correspond to regions where a t-test infers significant change in SST when $s^2 = \sigma^2/N + s^2_\epsilon$. D) The result of applying the FDR test to infer regions of significant change in SST after accounting for autocorrelation and measurement error. No grid points are highlighted.
3.5 Discussion

Many studies use statistical hypothesis tests to infer changes or trends in the ocean’s SST and SLS fields. These studies use parametric distributions to estimate the shape of the null distribution without accounting for the effects of autocorrelation and measurement error. We attempt to demonstrate throughout this study that ignoring these effects causes an analyst to overestimate the significance of changes or trends observed in the data because these complications increase the variance of samples taken from the time series. Analysts often use levels such as $\alpha = 0.05$ to distinguish significant $p$-values from insignificant ones (Jolliffe, 2004). We follow this convention throughout our analysis, culminating in Figs. 3.11 and 3.12. This analysis shows that regions of significant changes for both the SLS and SST fields (when evaluated at $\alpha = 0.05$) vanish entirely.

This result for the SLS field contradicts most of the previously published literature on ocean salinity trends. We discuss the methodologies of six studies that analyze ocean salinity, all of which claim to observe statistically significant changes or trends in ocean salinity. None of these studies account for autocorrelation, measurement error and the effects of multiple tests. Many of them make additional assumptions that complicate the analysis, which we also discuss in brief.

- [Boyer et al. (2005): In this analysis each observation is the mean of five years of data and the increment between successive observations is one year. For example, $t_1 = \overline{1955 - 1959}$, $t_2 = \overline{1956 - 1960}$, $t_3 = \overline{1957 - 1961}$, where the overline designates a temporal mean and so on. These observations are not merely autocorrelated – each observation significantly overlaps with the observations before and after it. Thus the estimated sample variance using the formula for the standard error of the mean is much smaller than the actual sample variance and the magnitude of $N$ is significantly overestimated. Furthermore, the fact that this study uses Eq. 3.2, the formula for the standard error of the mean, is also a misapplication because the test statistic they consider is actually the slope of a linear regression, thus they should be using Eq. 3.10 to estimate the error. Linear regressions are employed without checking for lack of fit. Lastly, the variance is not estimated for each grid point, one variance is computed and applied over most of the ocean and a second is computed for the Arctic.

- [Hosoda et al. (2009): In this analysis a test for difference of mean is conducted upon interpolated data without accounting for the effects of autocorrelation, measurement error and multiple testing. We repeat the analysis of this paper (Figs. 3.11 & 3.12) and find that the
regions of significant changes in salinity (and temperature) vanish after accounting for these complications.

- **Durack and Wijffels (2010):** In this analysis a twenty-two term multiple linear regression is employed. One of these terms ($C_1$ in their Eq. 1) is used to estimate the significance of trends. The sample distribution of this coefficient should be computed as a joint distribution of all twenty-two regression terms. The regression is not checked for lack of fit. The significance estimates also do not appear to account for autocorrelation and multiple testing.

- **Helm et al. (2010):** In this analysis 90% confidence intervals are reported without stating how these intervals are estimated. These intervals do not appear to have been estimated while taking autocorrelation into account. Additionally, the regions of significance do not appear to account for multiple testing.

- **Skliris et al. (2014):** In this analysis linear regressions are employed to estimate trends. These regressions are not checked for lack of fit. The significance of these trend estimates and the error bars depicted in the figures do not take autocorrelation into account. Moreover, the salinity anomalies exhibit a high amount of autocorrelation (their Fig. 2B). Regions of statistically significant salinity changes are estimated without accounting for multiple testing.

- **Tesdal et al. (2018):** In this analysis linear regressions are employed to estimate trends. The regressions are not checked for lack of fit. Student’s t-test is used to estimate the significance of these trends without accounting for autocorrelation and interpolation error (the study uses interpolated data from Argo profiles). Multiple testing is not taken into account.

We see common patterns in each of these studies. All of these studies claim to observe statistically significant changes or trends in ocean salinity yet none account for autocorrelation and multiple testing. Some mention attempts to account for error but do not state how these errors are accounted for analytically.

Since there are a large number of studies which all claim to observe significant changes in the ocean’s salinity field, much effort has been focused on pursuing this line of research. However, when accounting for the complications present in climate data – autocorrelation, measurement error and multiple testing – we see that the observed changes in ocean salinity described in these studies is
Figure 3.13: A) Sorted $p_i$ values from the difference of mean test on SLS data, as depicted in Fig. 3.11 (shaded curve). Dotted lines indicate various FDR thresholds where $\alpha_{FDR} = 0.1, 0.2, \ldots 1.0$. B) A map of the corresponding $\alpha_{FDR}$ thresholds that each grid point falls below.

the result of overestimation of statistical significance. This suggests that the broader conclusions of these studies should be reevaluated.

To place these results into a more rooted discussion of significance testing in the geosciences, we note that specifying any level, whether $\alpha = 0.01$, 0.05, 0.1... to distinguish between significant and insignificant $p$-values is arbitrary. We provide a more inclusive description of changes in the SLS and SST fields, by using various $\alpha_{FDR}$ thresholds to evaluate the distribution of sorted $p$-values (Figs. 3.13 and 3.14). We see that grid points in the SST field exhibit changes corresponding to more stringent $\alpha_{FDR}$ levels over large regions, with the a mode threshold of $\alpha_{FDR} = 0.5$ (Table 3.1). While the SLS field also exhibits a few grid points whose sorted $p$-values fall below the $\alpha_{FDR} = 0.5$ threshold, the mode threshold of the SLS field is $\alpha_{FDR} = 0.7$.

A key insight from this analysis is that, by overlooking the complications described in this study, we as a community have been acclimated to believing that fluctuations in oceanographic time series
Figure 3.14: A) Sorted \( p_i \) values from the difference of mean test on SST data, as depicted in Fig. 3.12 (shaded curve). Dotted lines indicate various FDR thresholds where \( \alpha_{FDR} = 0.1, 0.2, \ldots, 1.0 \). B) A map of the corresponding \( \alpha_{FDR} \) thresholds that each grid point falls below.

Table 3.1: False Discovery Rate levels (\( \alpha_{FDR} \)), the corresponding level of the global test (\( \alpha_{global} \)), and the number of grid points for surface salinity and temperature fields falling below each threshold.

<table>
<thead>
<tr>
<th>( \alpha_{FDR} )</th>
<th>( \alpha_{global} )</th>
<th>Number SLS</th>
<th>Number SST</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.05</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.2</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.3</td>
<td>0.15</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.4</td>
<td>0.2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.5</td>
<td>0.25</td>
<td>3</td>
<td>18159</td>
</tr>
<tr>
<td>0.6</td>
<td>0.3</td>
<td>8</td>
<td>8092</td>
</tr>
<tr>
<td>0.7</td>
<td>0.35</td>
<td>20499</td>
<td>5595</td>
</tr>
<tr>
<td>0.8</td>
<td>0.4</td>
<td>8475</td>
<td>4538</td>
</tr>
<tr>
<td>0.9</td>
<td>0.45</td>
<td>6598</td>
<td>3781</td>
</tr>
<tr>
<td>Above 0.9</td>
<td>Above 0.45</td>
<td>9633</td>
<td>5051</td>
</tr>
</tbody>
</table>
over the past few decades are indicative of observable changes in ocean climate evaluated at stringent significance levels. While the ocean’s climate is indeed changing, we must reacclimate our collective intuition to recognize that observed changes in the ocean occur at less stringent levels of significance than currently believed.

We’ve devoted a large part of the narrative to describing the steps involved in hypothesis testing in part to emphasize what these tests actually accomplish – they determine the probability of observing a given test statistic, assuming the null hypothesis is true. These tests cannot, as is often assumed in many studies, determine whether a given hypothesis that intends to explain the cause of these variations is actually true. In the context of the studies we review, hypothesis tests can determine whether data compared between two epochs exhibit improbable differences in mean. This is a very limited insight. Meanwhile, many studies claim that statistical tests allow them to infer broader explanations about the climate system – for example, that changes in SLS are consistent with the notion that the hydrological cycle is changing.

Avoiding this type of reasoning – building ambitious explanations from such a humble statistical methodology – may require rethinking the role such tests play in research. Nicholls (2001) and Ambaum (2010) suggest they are more accurately conceptualized as “insignificance tests” and would better used as an initial step to determine whether variations in data are insignificant, thereby enabling the analyst to decide whether it is worth pursuing a particular course of research. Instead, analysts often do the opposite, conceiving of an explanation of a physical phenomenon and then using statistical tests after the fact to prove that this particular explanation is meaningful. Resisting this temptation is vital.
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Chapter 4

Combining Water Mass Census and Transformation in $\theta$-$S$ Coordinates: an Illustration in the Southern Ocean

4.1 Abstract

One of the defining features of the Southern Ocean is the stark potential temperature-salinity contrast of its cold, fresh surface layer with the warm, salty water masses which lie beneath. These water masses are often studied using the water mass transformation framework, in which surface fluxes of freshwater and heat are used to compute the rate that one water mass is transformed into another. This transformation rate, as it is known, is nearly always computed as a function of density. However, density alone cannot be used to distinguish water masses because waters of different compositions can have the same density. We review prior studies and demonstrate how they conflate surface waters with subsurface water masses. To reconcile this problem, we use the Southern Ocean State Estimate to illustrate a pair of complimentary techniques for understanding water mass transformation: computing transformations as a function of potential temperature and salinity, rather than density, and comparing these transformations to a census of the Southern Ocean water masses. The inferences from this approach call conclusions from prior studies into question. We find that Circumpolar Deep Water is usually insulated from the sea surface and is thus not typically transformed by surface fluxes into upper and lower branches, as is commonly believed. We also demonstrate that Subantarctic Mode Water and Antarctic Intermediate Water are formed by density gain in the vicinity of the Subantarctic Front.
4.2 Introduction

Understanding the circulation of the Southern Ocean requires a methodology that properly reflects its intricacy. The Atlantic, Pacific, and Indian Basins are connected by the Antarctic Circumpolar Current (ACC) which flows across all longitudes and partitions the surface waters into distinct regimes ([Deacon 1937b]). The regime south of the ACC is known as the subpolar regime – it is strongly influenced by its proximity to Antarctica ([Orsi et al. 1995]). Here precipitation exceeds evaporation and the ocean surface is seasonally covered by sea ice. These conditions impart a distinct cold, fresh potential temperature-salinity ($\theta - S$) signature into the surface mixed layer. This surface layer, which extends from the Polar Front (which we describe below) of the ACC to the Antarctic continental margins, is known as AASW ([Mosby 1934]). Beneath AASW lies a warm, salty water mass known as Circumpolar Deep Water CDW ([Deacon 1937a], who established the circumpolar extent of this water mass but actually referred to it as the “Warm Deep Current”) which is comprised of the respective deep waters of the Atlantic, Pacific and Indian Basins after they have been mixed within the ACC. Also in the vicinity of ACC are two other prominent water masses: SAMW ([McCartney 1977]), which is a near-surface water mass identified by its low vertical stability, and AAIW ([Wust 1935]), which exists beneath SAMW at a depth of roughly 800-1200m and is identified by its low salinity content. Since these water masses have complex structures (both spatially and in their $\theta - S$ composition) we review them in greater detail below.

The relationships between these water masses are often studied using a methodology known as the water mass transformation framework. This diagnostic framework uses estimates of surface fluxes of freshwater and heat to compute the rate at which the density of surface water is transformed from one control volume into another. [Walin] developed the underlying concepts of transformation studies in two manuscripts which relate the surface flux of freshwater to the circulation of salinity ([Walin 1977]) and the flux of heat to the circulation of temperature ([Walin 1982]). This circulation is inferred by partitioning the ocean into control volumes in order to relate a given surface flux to the movement of seawater from one control volume to another. For example, dividing the ocean into two control volumes separated by an isohaline surface results in one control volume with a higher salinity than the other. A freshwater flux into the higher-salinity control volume will decrease its salinity, effectively moving some of the seawater contained within it across the isohaline surface to the lower-salinity control volume.
Figure 4.1: A depiction of the water mass transformation framework applied to the potential density field. Dotted lines represent isopycnal surfaces through which water can be transformed either by surface fluxes or subsurface diabatic mixing.

Later authors – Speer and Tziperman (1992), Marshall et al. (1999), Nurser et al. (1999), Sloyan and Rintoul (2001a) – developed a methodology, now known as the water mass transformation framework, by adapting Walin’s technique to relate the simultaneous fluxes of both freshwater and heat to the circulation of density (Fig. 4.1). Within these studies surface fluxes are typically imposed (with a few exceptions) as a one-dimensional function of density, $T(\sigma_\theta)$, where $\sigma_\theta = (\rho - 1) \times 1000$ and $\rho$ is potential density, and the fluxes transform water between control volumes, in this case known as density classes, which are separated by isopycnal surfaces.

Many studies apply these $T(\sigma_\theta)$ transformations to the Southern Ocean, including Speer et al. (2000), Ćudic et al. (2008), Downes et al. (2011), Sallee et al. (2013), Downes et al. (2015), Cerovecki and Mazloff (2016), and Abernathey et al. (2016).

A difficulty that arises when using diagnostic frameworks is that their formulation may not reflect the underlying complexity of the system under study. An unexamined assumption of these Southern Ocean studies is that the transformation of water among density classes corresponds directly to the transformation of the SAMW, AAIW, and CDW water masses.
We check this assumption by combining the water mass transformation framework with independent estimates of the extents of the water masses. We first conduct a $\theta - S$ census in which water masses are identified using defining characteristics from the observational literature and then compute water mass transformations where surface fluxes and the resulting density transformations are calculated as a function of potential temperature and salinity, $T(\theta, S)$. These techniques are independent of each other but their results can be depicted on the same $\theta - S$ plane.

This combination of techniques introduces some semblance of the scientific method into the analysis process. While it is impossible to use the scientific method in the strict sense – we cannot run independent control and experimental studies of the circulation of the Southern Ocean – this technique challenges the hypothetical formation mechanisms suggested by the water mass transformation framework with independent data from the $\theta - S$ census.

The resulting methodology exposes misconceptions about the structure of the Southern Ocean and reveals simple and conspicuous relationships between surface fluxes and water mass transformations. The simplicity of these relationships contrasts with the convoluted results of studies employing $T(\sigma_\theta)$ transformations since they attribute multiple types of surface fluxes (often of opposing sign) to the formation of specific water masses. This is because the density control volumes employed by these $T(\sigma_\theta)$ transformations do not isolate individual water masses; instead, each control volume includes a combination of water masses and surface zones. Furthermore, we demonstrate how the results of studies employing $T(\sigma_\theta)$ transformations can be recovered from $T(\theta, S)$ transformations by taking path integrals along isopycnal contours in the $\theta - S$ plane.

The critical misunderstanding present in prior studies is that water masses cannot be identified by their density alone since colder, fresher AASW overlaps in density with these warmer, saltier subsurface water masses.

This conflation of surface waters with subsurface water masses is present in many studies in part because comprehensive descriptions of these water masses are nearly absent within Southern Ocean water mass transformation studies. We begin by describing the SOSE dataset used in this study and its model formulation. Then we review the water masses and surface zones of the Southern Ocean.

We conclude by discussing the results gleaned from prior studies that employ $T(\sigma_\theta)$ transformations and illustrate how their conclusions contradict the observational literature. We reevaluate these conclusions using $T(\theta, S)$ transformations and demonstrate how the results are consistent with observations.
4.3 SOSE Model Configuration

We use SOSE [Mazloff et al., 2010], which is an implementation of the Massachusetts Institute of Technology General Circulation Model (MITgcm) [Marshall et al., 1997] in an eddy-permitting configuration with roughly 1/6° horizontal resolution and 42 vertical levels. Vertical resolution starts at 5m near the surface and gradually increases to 250m in the abyss. The model time step is 900 seconds. The model domain spans all longitudes and ocean latitudes south of 24.5°S. It is constrained to a variety of in situ and remotely sensed observations using an adjoint model. The experiment runs throughout the years 2005-2010. Since the original SOSE integration did not save the atmosphere/ice/ocean flux terms necessary for computing water mass transformations, this study uses monthly means from a second SOSE integration described in the supplementary material of Abernathey et al. (2016).

SOSE is a widely studied simulation of the Southern Ocean with several known shortcomings. Antarctic Bottom Water (AABW) is not formed as efficiently within SOSE as it is in other models [Mazloff et al., 2010]. Additionally, large open-ocean polynyas form in the simulation (most prominently in 2005 and 2006) even though such polynyas did not actually form during those years in the Southern Ocean [Aguiar et al., 2017]. Despite these drawbacks, SOSE remains a tool with which surface water mass transformations can be computed because there are many observations within the surface layer and the simulation is constrained by these observations.

4.4 Background on Fronts, Surface Zones, and Water Masses

Much of the confusion in the water mass transformation literature arises from a misunderstanding of what, exactly, is meant by the term “water mass.” The concept of a water mass was first introduced by Helland-Hansen (1916) while constructing temperature-salinity curves of soundings from the North Atlantic. He noted that much of the region could be represented by a temperature-salinity curve with a particular shape which reflected exposure to local atmospheric conditions. Departures from this shape in certain soundings indicated the presence of water masses advected from remote locations. His deduction relies upon conservation laws: water masses formed with a particular temperature-salinity composition retain their heat and salt content as they are advected away from their formation locations – at least for some period of time before diffusion mixes them into their surroundings. These ideas have a long history within the oceanographic discipline. [Sverdrup et al.]
note in their prominent textbook, “Water masses can be classified on the basis of their temperature-salinity characteristics, but density cannot be used for classification, because two water masses of different temperatures and salinities may have the same density.”

Despite this, many studies continue to use density to classify water masses. In order to illustrate the shortcomings of such an approach, we first describe a methodology for conducting a $\theta - S$ census to classify the composition of water masses and surface zones. We then continue by reviewing the major water masses, fronts and zones of the Southern Ocean to give meaning to the census. The hydrographic extent of certain zones also correspond to the extent of surface water masses – for example, the Subantarctic Zone also represents the extent of Subantarctic Surface Water – but this correspondence does not hold for all zones. Thus we explain where relevant subsurface water masses exist in relation to these fronts and zones. While these features have been extensively described elsewhere, a short review is helpful to understand the concepts in this study. We also attempt to aid the reader by noting when prominent works in the literature denote the same features by different names.

4.4.1 Fronts and Surface Zones

describe four fronts – three of which are related to the Antarctic Circumpolar Current (ACC) – that partition the Southern Ocean into five surface zones. Using these fronts to classify SOSE output is slightly awkward since the positions of the fronts are derived from hydrographic data collected prior to 1990 and SOSE runs from 2005-2010. However we use them primarily to help the reader qualitatively understand the broad $\theta - S$ properties of the Southern Ocean.

The four fronts – and their brief descriptions – are, in order from north to south, (Fig. 4.2):

1. STF: first described by Deacon (1937a), the STF separates the relatively warm, salty Subtropical Surface Water from the relatively cold, fresh Subantarctic Surface Water (SASW). Orsi et al. (1995) updated Deacon’s definition by using $\theta - S$ distributions at 100 m depth instead of surface values.

2. SAF: the northern most of the three fronts associated with the ACC, Whitworth and Nowlin (1987) relate the SAF to a rapid increase in the depth of the salinity minimum within a meridional cross section. We note that applying this definition to SOSE output results in a relatively close match of the SAF contour from Orsi et al. (1995) throughout all longitudes.
except in the Southeast Pacific basin. There, the contour traced by the salinity minimum definition extends about 5-10° farther north than Orsi et al.’s contour (not shown).

3. PF: the PF is identified by a large gradient in surface temperature as temperatures drop to near freezing values south of the front. Gordon (1971) discusses how at some longitudes it appears as if AASW sinks at the location of the front, suggesting a convergent structure, while at other longitudes the circulation appears to be divergent. Thus this feature is referred to in the modern literature as a front rather than a convergence or divergence. The surface waters south of the PF are dominated by a relatively cold, fresh water mass (described further below) known as AASW.

4. sACCF: Orsi et al. (1995) first identified the circumpolar extent of the sACCF. The sACCF does not separate two distinct surface water masses since the surface water south of the PF is considered to be AASW. However, they note that the Southern Boundary of the ACC, which is in the vicinity of the sACCF roughly coincides with the most poleward extent of Upper Circumpolar Deep Water (UCDW) (described below).

These fronts divide the Southern Ocean into five surface zones which are, from north to south, the Subtropical, Subantarctic, Polar Frontal, Antarctic, and Southern Zones (Fig. 4.2C). Many prior studies describe everything south of the PF using the term “subpolar regime” which encompasses both the Antarctic and Southern Zones (Orsi et al., 1995). Furthermore, in even earlier descriptions (e.g. Sverdrup et al. 1942) the surface waters of the Southern Ocean were partitioned simply into SASW and AASW. In contrast with SASW, AASW is usually vertically stable (Gordon 1971) as it overlies CDW (described below) which is much saltier and thus denser than AASW. AASW displays a wide range of $\theta - S$ characteristics; Talley et al. (2011) denote its range as $-1.9^\circ C < \theta < 4.0^\circ C$, $33.0 \text{ g/kg} < S < 34.5 \text{ g/kg}$. The seasonal cycle of heat loss, ice formation, heat gain and ice melt creates seasonally forming types of AASW (Wong et al. 1998): Summer Water ($-1.8^\circ C < \theta < 2.1^\circ C$, $30.6 \text{ g/kg} < S < 34.2 \text{ g/kg}$) and Winter Water ($-1.9^\circ C < \theta < 1.5^\circ C$, $34.2 \text{ g/kg} < S < 34.5 \text{ g/kg}$). We note that these reported ranges are based off of different data collected over different times so there are discrepancies in the definitions: the lower salinity bound for Wong et al.’s Summer Water exceeds the lower salinity bound for Talley et al.’s AASW. The freshest waters of the Southern Zone are typically associated with the formation of Summer Water while the saltiest waters are typically found on the continental shelves.
Figure 4.2: A) The mean surface salinity field (g/kg; shaded) for years 2005-2010 from SOSE (Mazloff et al., 2010) and climatological positions of the four Southern Ocean fronts from (Orsi et al., 1995). The fronts, from north to south: STF (black dashed line), SAF (white solid line), PF (black solid line), and sACCF (white dashed line). B) Same as A except showing the mean surface $\theta$ field ($^\circ C$; shaded). C) The surface zone masks delineated by the fronts of the ACC (shaded according to the colorbar above the panel). The extent of each mask is used to assign each surface grid point into a specific zone when conducting the $\theta - S$ census.
4.4.2 Relevant Water Masses

In order to conduct a census of Southern Ocean water masses we first review the defining features of each of the water masses under study. Within the census we only include water volumes which meet the specific criteria used to identify the water mass, which is typically a combination of hydrographic extent and some defining characteristic of the water mass such as its $\theta - S$ composition or vertical stability. While we discuss several water masses in this section we provide a longer description of SAMW than the others due the pedagogical value it provides in illustrating the concepts discussed in this paper.

Subantarctic Mode Water  Mode waters are a type of water mass with a large volume and hydrographic extent. “Mode” is used to indicate mode water’s prevalence in a $\theta - S$ census akin to how the mode is the most common member of a mathematical set. Mode waters are well-mixed (low vertical stability) layers occurring in the upper pycnocline. These well-mixed layers are largest in volume during the late winter, when surface heat loss destabilizes the upper ocean. The well-mixed layers persist beneath the seasonal restratification of the mixed layer during the onset of spring. SAMW has the greatest hydrographic extent of all mode waters \cite{hanawa2001} and it was first described by \cite{mccartney1977} who identified it as a thermostad (a thick layer of water with homogeneous temperature) occurring immediately north of the SAF. \cite{mccartney1977} observed that SAMW exists throughout the Southern Ocean and in a wide range of densities (his Fig. 4). \cite{mccartney1977} observed its most-equatorward and lightest occurrence off the coast of Argentina (roughly 32°S, 50°W and 26.5$\sigma_\theta$) and its most-poleward and densest occurrence off the coast of Chile (roughly 43°S, 80°W and 27.1$\sigma_\theta$).

\cite{hanawa2001} depict a different hydrographic extent for SAMW (their Plate 5.4.3) which does not include any SAMW in the Southern Atlantic Ocean. They instead show SAMW extending north past the STF into subtropical South Indian Ocean. Their review classifies the South Atlantic mode waters as a different type of mode water, Subtropical Mode Water, following \cite{provost1999}.

Antarctic Intermediate Water  The process by which near-surface waters sequester dissolved gasses may be related to the process by which SAMW becomes AAIW. AAIW is a water mass with a very large hydrographic extent that spreads at intermediate depths, generally beneath 1000m. It
lies beneath the high-salinity Subtropical Central Waters (SACW; Emery and Meincke 1986) and above CDW. AAIW can be differentiated from other water masses at intermediate depths by its relatively low salinity compared to CDW (e.g. Sverdrup et al. 1942, Emery and Meincke 1986), high oxygen content (Suga and Talley 1995), and high silicate concentration (Tsuchiya 1989). Competing paradigms exist within the literature with respect to the formation site of AAIW. Sverdrup et al. (1942; their Fig. 209A) and Emery and Meincke (1986; their Fig. 2) claim that AAIW is formed at nearly all longitudes along the SAF. McCartney (1977) and Tsuchiya and Talley (1998) claim that AAIW is formed from the coldest and densest SAMW off the coast of Chile. McCartney in particular noted that the coldest, densest version of SAMW in the Eastern South Pacific Ocean has a $\theta - S$ composition that roughly matches the $\theta - S$ composition of AAIW suggesting that SAMW transforms into AAIW and thus ventilates much of the Southern Hemisphere thermocline. He notes that this process occurs north of the SAF. In contrast, modeling studies such as Saenko and Weaver (2001) and Abernathey et al. (2016), the latter of which employs Walin’s framework, conclude that sea ice advection and sea ice melt south of the SAF is responsible for forming AAIW. Regardless of which paradigm is correct, they agree that AAIW is a downwelling water mass which descends in the Subantarctic Zone and spreads northward.

**Circumpolar Deep Water** Finally, we describe CDW and its variants. CDW is a water mass which encircles the Antarctic Continent. Wong et al. (1998) define its broad $\theta - S$ characteristics: $0.0^\circ C < \theta < 2.0^\circ C$, $34.67 \text{ g/kg} < S < 34.75 \text{ g/kg}$. Whitworth et al. (1998) depict a zonal gradient in the local maximum temperature of CDW (their Fig. 1) in which the warmest local maximum temperatures are observed north of the Bellingshausen Sea ($\theta \approx 2.0^\circ C$) and decrease as observations move westward around the continent, finally reaching the coldest local maximum temperature in the Weddell Sea ($\theta \approx 0.4^\circ C$). This property gradient reflects CDW’s relationship to the deep waters of each basin (Talley et al. 2011): North Atlantic Deep Water (NADW), Indian Deep Water (IDW), and Pacific Deep Water (PDW). CDW is often partitioned into UCDW and Lower Circumpolar Deep Water (LCDW) water masses. UCDW is distinguished by its low oxygen content while LCDW is distinguished by its high salinity content (Orsi et al. 1995).

CDW becomes colder and fresher as it moves from the open ocean onto the Antarctic Slope; the resulting water is distinguished as a distinct water mass known as Modified Circumpolar Deep Water (MCDW). Wong et al. (1998) differentiates these water masses by defining MCDW with
slightly colder and fresher properties than CDW: $-1.5^\circ C < \theta < 1.0^\circ C$, $34.2 \text{ g/kg} < S < 34.67 \text{ g/kg}$. \cite{Whitworth1998} note that MCDW should be defined as being colder and fresher than the local offshore composition of CDW.

4.5 Methodology

We apply two complimentary techniques within this paper: conducting a $\theta − S$ census of the Southern Ocean and computing water mass transformations as a function of $\theta$ and $S$. While these techniques are independent, their results can easily be compared on the same $\theta − S$ coordinate plane. We contrast these methodologies to those used in prior studies which attempt to describe the transformation of water masses using density class control volumes.

4.5.1 $\theta − S$ censuses

Following \cite{Pollak1958, Montgomery1958, Cochrane1958}, we conduct a potential temperature-salinity-area ($\theta − S − A$) census of surface zones and a potential temperature-salinity-volume ($\theta − S − V$) census of water masses. For each surface zone and water mass we create two-dimensional arrays of bins spanning the $\theta − S$ plane. At each SOSE time step we iterate through the all surface grid points for surface zones and all volume grid points for water masses and match the grid point to a surface zone or specific water mass (if it meets the criteria outlined in the following section). We then map the composition of the grid point to the relevant $\theta − S$ bin and add the surface area or volume of the grid point to the bin.

After completing this procedure we are left with several censuses where the value of each bin is the total surface area or volume of water matching the bin’s $\theta − S$ composition. We compute the total surface area or volume of each census and then we arrange the $\theta − S$ bins in descending order. We iterate through these ordered lists and record the magnitude of the surface area or volume at which the cumulative area or volume reaches 90% of the total. We use this threshold value to demarcate the contour which outlines the $\theta − S$ extent of each water mass or surface zone in Fig. 4.2. To avoid confusing the latitude/longitude spatial areas of these water masses and surface zones with their corresponding $\theta − S$ areas, we refer to the $\theta − S$ areas traced out by these $\theta − S − A$ & $\theta − S − V$ census contours as “sectors.”
4.5.2 Criteria for Distinguishing each Water Mass

**Subantarctic Mode Water** While McCartney initially identified SAMW as a thermostad, more recent studies instead identify SAMW using its low potential vorticity (PV) signature – e.g. Hanawa and Talley (2001), Sloyan et al. (2010), Hartin et al. (2011) – since PV is assumed to be approximately conserved under adiabatic motion. These studies use the planetary component of potential vorticity (PV) \[ PV = \frac{f}{\rho} \frac{\partial \rho}{\partial z} \] (4.1) to identify regions of low vertical stability:

\[ PV = \frac{f}{\rho} \frac{\partial \rho}{\partial z} \]

where \( f \) is the Coriolis parameter. We use a first-order finite difference between successive vertical layers to compute \( \partial \rho / \partial z \). We use the equation of state from Jackett and McDougall (1995) to compute \( \rho \) and delineate the extent of mode waters using a threshold value of \( |PV| \leq 3 \times 10^{-10} \text{m}^{-1} \text{s}^{-1} \) (Wong and Johnson, 2003) and \( 26.5 < \sigma_\theta < 27.1 \) (Hanawa and Talley, 2001). There is a degree of ambiguity when using PV to identify MW extent since the seasonal mixed layer also exhibits low vertical stability. To account for this, we exclude the grid levels encompassing approximately the uppermost 100m (when using first-order finite differences for partial derivatives on the SOSE grid, this means excluding the seven uppermost finite differences, since the seventh is centered at a depth of 94.5m) since mode waters are observed at deeper depths in the upper pycnocline. Additionally, we exclude the Brazil-Malvinas Confluence from this survey, since it exhibits low vertical stability but it possesses a distinct \( \theta - S \) composition that is warmer and fresher than the nearby mode waters.

While potential vorticity is widely used to describe mode waters, one drawback of its use is that it reflects the composite influence of both the vertical gradients of potential temperature and salinity upon the vertical stability of a water column. We can enhance our understanding by using alternative metrics which accentuate the relative influence of the potential temperature and salinity gradients upon vertical stability. Two commonly used metrics exist: the density ratio and the Turner angle. The density ratio is given by Turner (1973):

\[ R_\rho = \frac{\alpha_T}{\beta_S} \left( \frac{\partial \theta}{\partial z} / \frac{\partial S}{\partial z} \right) \] (4.2)

where \( \alpha_T \) is the thermal expansion coefficient and \( \beta_S \) is the haline contraction coefficient. We see that \( R_\rho \) quantifies the relative effects of the vertical gradients of potential temperature (in the
numerator) and salinity (in the denominator) upon the vertical gradient of potential density. The
Turner angle \( \text{[Ruddick, 1983]} \) is the projection of the density ratio onto the angles contained within
a unit circle \( \text{[Radko, 2013]} \):

\[
Tu = 135° - \arg \left( \beta_S \frac{\partial S}{\partial z} + i \alpha_T \frac{\partial \theta}{\partial z} \right)
\]  

(4.3)
in a manner that is intended to simplify the description of vertical stability. When \(-90° < Tu < -45°\) the vertical gradient of potential temperature is unstable but the water column is stable overall
due to the stability of the vertical gradient of salinity. Conversely, when \(45° < Tu < 90°\) the vertical
gradient of salinity is unstable but the water column is stable overall due to the stability of the
vertical gradient of potential temperature.

**Antarctic Intermediate Water** Since the characteristics by which AAIW is recognized are less
precise than for SAMW – it is identified as a low salinity water mass which lies beneath SACW and
above CDW – and because AAIW has such a large hydrographic extent, we limit our census to a
specific control volume which approximates the depth and region of AAIW formation. We conduct
our \(\theta - S\) census at the SOSE model \(z\)-levels between 600m and 1000m depth in the Subantarctic
Zone. These depths are beneath the deepest penetration of the mixed layer in late winter \(\text{[Holte and Talley, 2009]}\) and above the depth at which AAIW begins to spread northward.

**Circumpolar Deep Water** As with AAIW, we use hydrographic extent to conduct our CDW
census, excluding waters shallower than 200m in order to omit AASW and warmer than \(2.0°C\) to
omit AAIW. We also exclude waters north of the PF in order to omit NADW and exclude waters
south of the 2825 m isobath surrounding Antarctica to omit the Antarctic shelf waters.

### 4.5.3 Transformations

For our transformation analysis we partition surface freshwater and heat fluxes into six components:
heat gain, heat loss, precipitation, evaporation, ice melt, and brine rejection. This differs from
\(\text{Abernathey et al., 2016}\) who only partition the sea ice freshwater flux into brine rejection and
ice melt. They refrain from partitioning the heat fluxes into heat gain and heat loss and the
atmosphere to ocean freshwater fluxes into precipitation and evaporation, claiming that this selective
“decomposition is valid because (unlike evaporation and precipitation) ice freezing and melt cannot

76
both occur in the same place at the same time.” We note, however, that the output upon which they conduct their calculations is averaged in time. While a given surface grid point cannot be both melting and freezing at a single model time step, that grid point can undergo freezing, melting, evaporation, precipitation, heat gain, and heat loss during the averaging period (as stated earlier in Section 4.3 the model time step is 900 seconds so there are 480 time steps averaged into each five-day output file used in their study). The judicious way to compare these fluxes is to treat them identically and partition each into positive and negative fluxes. Since this analysis is done upon time-averaged data each of these six components represent net terms over each averaging period.

We begin our derivations of water mass transformation analysis by noting that the specific formulation of density fluxes used in SOSE differ from the formulation used in observational studies such as Speer and Tziperman (1992) because SOSE parameterizes surface density fluxes (Adcroft et al., 2018) using a slightly modified version of the bulk formulae described by Large and Yeager (2004).

The change in density of the ocean’s surface layer is related to the flux of heat and freshwater:

\[
\frac{\delta \sigma_\theta}{\delta t} = \left( \frac{\delta \sigma_\theta}{\delta \theta} \right)_S \frac{\delta \theta}{\delta t} + \left( \frac{\delta \sigma_\theta}{\delta S} \right)_\theta \frac{\delta S}{\delta t} \quad (4.4)
\]

where we use \( \delta \) rather than \( \partial \) to indicate that the derivatives are not infinitesimal and we include a subscript on each derivative to indicate which quantity is being held constant. While the coefficients of each term on the RHS of the equation are recomputed at each time step, this is a linearization due to the time averaging, which is why we refrain from using \( \partial \) notation. The change in temperature due to heat flux in SOSE is:

\[
\frac{\delta \theta}{\delta t} = \frac{Q}{\rho_o C_p} \quad (4.5)
\]

where \( Q \) is the ‘TFLUX’ or total heat flux field in SOSE, \( \rho_o = 999.8 \text{ kg m}^3 \) is the constant reference density and \( C_p = 4000 \text{ J °C}^{-1} \text{ kg}^{-1} \) is the specific heat of seawater employed by the model. We partition the heat flux into two terms where \( Q < 0 \) is heat loss and \( Q > 0 \) is heat gain.

The change in salinity due to freshwater flux is:

\[
\frac{\delta S}{\delta t} = \frac{S_o(W_{A\to O} + W_{I\to O})}{\rho_o} \quad (4.6)
\]

where \( W_{A\to O} \) is the atmosphere-to-ocean freshwater flux, \( W_{I\to O} \) is the sea ice-to-ocean freshwater flux.
flux, and $S_o = 35 \, g/kg$ salinity is a constant used by the model to convert a freshwater flux into a virtual salinity flux. The freshwater fluxes are derived from three SOSE fields: ‘SIatmFW’ which is the total freshwater flux from the atmosphere ($W_{A\rightarrow I} + W_{A\rightarrow O}$), ‘SIempmr’ which is the total freshwater flux into the ocean ($W_{I\rightarrow O} + W_{A\rightarrow O}$), and ‘SIsnPrcp’ which is the freshwater flux from the atmosphere to the sea ice ($W_{A\rightarrow I}$). Subtracting ‘SIsnPrcp’ from ‘SIatmFW’ recovers the atmosphere-to-ocean freshwater flux:

$$W_{A\rightarrow O} = W_{A\rightarrow I} + W_{A\rightarrow O} - W_{A\rightarrow I} \tag{4.7}$$

while subtracting the atmosphere-to-ocean freshwater flux from ‘SIempmr’ recovers the sea ice-to-ocean freshwater flux:

$$W_{I\rightarrow O} = W_{I\rightarrow O} + W_{A\rightarrow O} - W_{A\rightarrow O}. \tag{4.8}$$

The sign convention for freshwater fluxes in SOSE is that positive surface fluxes increase ocean salt content. Thus we partition the atmosphere-to-ocean freshwater flux into two terms where $W_{A\rightarrow O} < 0$ is precipitation and $W_{A\rightarrow O} > 0$ is evaporation. We also partition the sea ice-to-ocean freshwater flux into two terms where $W_{I\rightarrow O} < 0$ is ice melt and $W_{I\rightarrow O} > 0$ is brine rejection.

The other terms in Eq. 4.4 are the thermal expansion:

$$\alpha_T = \left( \frac{\delta \sigma_i}{\delta \theta} \right)_S \tag{4.9}$$

and haline contraction:

$$\beta_S = \left( \frac{\delta \sigma_i}{\delta S} \right)_\theta \tag{4.10}$$

coefficients computed by and used in the equation of state [Jackett and McDougall 1995].

Water mass transformation studies typically compute a transformation rate, $T$, by taking the integral of Eq. 4.4 over area and time and analyzing the results as a function of the discretized independent variable $\sigma\theta$:

$$T(\sigma_i) = \int dt \int \int dxdy \frac{\delta \sigma_i}{\delta t} \tag{4.11}$$

where $\sigma_i$ represents a discrete range of potential densities within some interval $\Delta \sigma \theta$. The forma-
tion rate, $F$, is the net convergence of transformation within a density range:

$$F(\sigma^i_\theta)\Delta \sigma_\theta = -[T(\sigma^{i+1}_\theta) - T(\sigma^i_\theta)]$$  \hspace{1cm} (4.12)

Following [Speer and Tziperman 1992] we interpret Eq. 4.11 by analyzing the results as a function of two discretized independent variables, $\theta_j$ and $S_k$:

$$T(\theta_j, S_k) = \int dt \int dx dy \left[ \left( \frac{\delta \sigma_\theta}{\delta \theta} \right) \frac{\delta \theta_j}{\delta t} + \left( \frac{\delta \sigma_\theta}{\delta S} \right) \frac{\delta S_k}{\delta t} \right]$$ \hspace{1cm} (4.13)

where $\theta_j$ represents a discrete range of potential temperatures within some interval $\Delta \theta$ and $S_k$ represents a discrete range of salinity within some interval $\Delta S$.

In this case the formation rates due to freshwater and heat fluxes can be considered separately, where the value of one component is held constant:

$$F(\theta_j)\Delta \theta = -[T(\theta_{j+1}, S_k) - T(\theta_j, S_k)]$$  \hspace{1cm} (4.14)

$$F(S_k)\Delta S = -[T(\theta_j, S_{k+1}) - T(\theta_j, S_k)]$$  \hspace{1cm} (4.15)

We plot the transformation and formation results on the $\theta - S$ plane, where the discrete values of $\theta_j, S_k$ correspond to grid points in the plane. We also plot the sector contours from the surface zones and water mass censuses atop these results to enable a straightforward comparison. In order to get a sense of the temporal phase of the surface fluxes we save the month of the maximum transformation magnitude at each $\theta_j, S_k$ for each of the six density flux components in order to illustrate when each component is most active in the seasonal cycle.

The depiction of water mass transformations on the $\theta - S$ plane has been discussed in previous works including [Speer and Tziperman 1992], [Groeskamp et al. 2014], and [Hieronymus et al. 2014]. In contrast to those earlier studies, ours uses sector contours to aid in the interpretation of the results, and compares the interpretations gleaned from both Eq. 4.11 and Eq. 4.13 to illustrate how using $F(\sigma_\theta)$ to interpret water mass transformations can lead to incorrect conclusions (in areas such as the Southern Ocean where waters of starkly different $\theta - S$ compositions lie along the same isopycnals).
We also illustrate, following Speer and Tziperman (1992), how to recover the results of Eq. 4.11 from Eq. 4.13 by taking path integrals along lines of constant density:

\[ T(\sigma_\theta = C) = \frac{1}{|F|} \int_{\sigma_\theta = C} T(\theta, S) dr \]

and how this approach is inadvisable in the Southern Ocean.

4.6 Results

4.6.1 Census Results

There are two aspects of the \( \theta - S \) census which enable key insights into the structure of the Southern Ocean. The first is the ability to infer which subsurface water masses regularly outcrop by examining whether a particular water mass sector significantly overlaps with any of the surface zone sectors. The second is the ability to isolate distinctive features within the census and remap these features as a function of latitude and longitude in order to draw connections between the \( \theta - S \) structure and processes which have previously been described in the observational literature.

Several prominent features emerge in Fig. 4.3A. The Subtropical Zone is the warmest and saltiest surface zone. The remaining zones get colder and fresher when traversing the ACC from north to south. While the Southern Zone is the coldest zone overall, it also exhibits the largest variance in its salinity values (ranging from roughly 32.8 - 34.6 g/kg) as the sector spreads out along the seawater/ice phase transition line at approximately -1.89°C. This variance reflects the interaction of the coupled atmosphere/sea ice/ocean system. The formation of sea ice acts to convert heat loss at the seawater/ice phase transition line into salinity gain via brine rejection. The melting of sea ice acts to convert heat gain by sea ice into freshwater gain by the ocean at or near the seawater/ice phase transition line, since the freshwater due to ice melt can flux into seawater that is warmer than the freezing point. By viewing these transformations in the \( \theta - S \) plane we can see how this process confounds \( T(\sigma_\theta) \) transformations – it spreads the Southern Zone sector horizontally along the seawater/ice phase transition line creating cold, fresh water that overlaps in density with SAMW.

We see that many surface zones and water masses occur within the SAMW density class control volume. The sectors for all five surface zones, along with the sectors for SAMW and AAIW all exist within the SAMW density class control volume. This establishes that a density class control
Figure 4.3: A) $\theta - S$ surface area census of the zones depicted in Fig. 4.2C (m$^2$, shaded for each section according to the corresponding color bar at the right of the panel). Solid contours outline the 90% surface area contour of each surface zone as described in Section 4.5.1. B) $\theta - S$ volume census of the SOSE domain (m$^3$, shaded log$_{10}$ scale). Dashed contours outline the 90% volume contour of three water masses (SAMW, AAIW, CDW) as described in Section 4.5.1. Since the 26.5-27.1$\sigma_\theta$ density range is typically used to delineate the SAMW density class, the corresponding isopycnals are drawn in a heavier weight within the $\theta$-S diagrams.
volume cannot adequately isolate a water mass. We can see from Fig. 4.3B that there is a significant volume of water contained within the SAMW density class control volume which lies outside of the SAMW water mass sector. The mean volume of seawater contained within the SAMW density class control volume (2.42 \times 10^{16} m^3) is approximately 3.4 times the mean volume of the SAMW water mass (7.11 \times 10^{15} m^3).

We also see that the SAMW sector has significant overlap with the Subtropical and Subantarctic Zones. We can map where SAMW occurs by applying Eq. 4.1 to the SOSE output. Doing so shows some agreement with both McCartney’s and Hanawa and Talley’s descriptions of SAMW extent (Fig. 4.4A). Small amounts of low-PV water are observed in the South Atlantic (consistent with McCartney) and the low-PV extent is also observed north of the SAF in the subtropical South Indian Ocean (consistent with Hanawa and Talley).

Applying Eq. 4.3 to the mode waters depicted in Fig. 4.4A shows a distinct pattern within the mode water extent – the northern waters within the mode water extent have an unstable vertical salinity gradient while the southern waters have an unstable vertical temperature gradient (Fig. 4.4B). The composition and location of the mode water with an unstable salinity gradient suggests a relationship between it and South Indian Central Water (Emery and Meincke 1986) while the composition and location of the mode water with an unstable temperature gradient suggests a relationship between it and AAIW (McCartney 1977).

We can understand this relationship better by considering the surface and subsurface sectors shown in Fig. 4.3 in more detail. Fig. 4.5 shows all the sector contours within one panel. It also helps to visualize the effect of the seasonal cycle on the surface values of \( \theta \) and \( S \) by showing their mean values along three meridians in February (summer) and September (winter) 2005. The selected meridians approximate the positions of WOCE transects A12/S2 (7°E; Fig. 4.6), SR3 (145°E; Fig. 4.7) and P19 (89°W; Fig. 4.8), the last of which was occupied by the AAIW05 cruise during winter of 2005 (Chereskin 2005). We selected these three transects after first completing the analysis along all 19 meridional transects that intersect the Southern Ocean in the WOCE Atlas and choosing a subset that represent their respective regions of the Southern Ocean.

Several notable features emerge from the seasonal migration of the surface values in Fig. 4.5. The P19 transect in the Southern Zone is near the seawater/ice phase transition line, thus its surface mean value primarily increases in \( S \) during the transition to from Summer to Winter reflecting the influence of freshwater fluxes caused by sea ice melt and formation. The A12 and SR3 transects in
Figure 4.4: These figures depict mode water extent and the range of surface fluxes caused by the formation and melting of sea ice. A) Mean vertically integrated mode water volume ($10^{10}$m$^3$) where the mode water extent is delineated by the SAMW density range (26.5-27.1 $\sigma_\theta$) and by the potential vorticity threshold $|PV| \leq 3.0 \times 10^{-10}$m$^{-1}$s$^{-1}$ (shaded in blue). We exclude the upper 100m from the integral so as to exclude the surface mixed layer. Also shown is sea ice redistribution freshwater flux (m/year) where negative flux due to brine rejection is shaded in magenta and positive flux due to ice melt is shaded in green. The climatological positions of the Southern Ocean fronts are the same as in Fig. 4.2. B) The same mean vertically integrated mode water volume except we use the Turner angle to partition the mode water into two different volumes in order to highlight the extent of waters with unstable vertical gradient of salinity ($10^{10}$m$^3$; shaded in bluish-green) and unstable vertical gradient of temperature ($10^{10}$m$^3$; shaded in orange).
Figure 4.5: The mean surface $\theta - S$ composition along the A12/S2, SR3 and P19 transects where each marker is the average along a given transect within a surface zone in February 2005 (star markers) and September 2005 (triangle markers). The coloring of each marker corresponds to the surface zone within which the mean is computed and the winter and summer markers for each zone are connected by a dotted line. Each winter marker is annotated with the name of the transect. The solid and dashed sector contours for the surface zones and water masses are the same as in Fig. 4.3. The subtropical markers for the A12/S2 and P19 transects are all warmer than 16°C and thus exceed the $\theta$ limit for the figure.
Figure 4.6: Latitude-depth transects along 7°E (approximating the track of the WOCE A12/S2 meridional section) for February 2005 (left column) and September 2005 (right column) for $S$ (g/kg; top row), $\theta$ (°C; middle row), and PV (m$^{-1}$s$^{-1}$; bottom row). Climatological positions of the Southern Ocean fronts depicted by vertical lines: STF (dashed black), SAF (solid white), PF (solid black) and sACCF (dashed white). Gray contours are SAMW density class isopycnals (26.5 and 27.1 $\sigma_\theta$). Dashed gray contour denotes the extent of CDW, dashed reddish-purple contour denotes the extent of AAIW, dashed bluish-green contour denotes the extent of SAMW with unstable vertical salinity gradient.
Figure 4.7: Latitude-depth transects along 145°E (approximating the track of the WOCE SR3 meridional section). Contours and shading same as in Fig. 4.6 with an additional contour: dashed orange contour denotes the extent of SAMW with unstable vertical temperature gradient.
Figure 4.8: Latitude-depth transects along 89°W – approximating the track of the AAIW05 cruise (Chereskin, 2005) transect along the WOCE P19 meridional section. Contours and shading same as in Fig. 4.7. There is low-stability water that would be classified as a mode water using the low-PV criteria near the PF but it is not outlined with an SAMW contour in these panels because its density (approximately 27.2-27.3 $\sigma_\theta$) lies beyond the SAMW density range used throughout this study. Comparing the September PV transect in E to the contemporaneous transects observed during AAIW05 (Hartin et al., 2011) reveals a discrepancy in the location of the deep near-surface low-PV layer in SOSE. The deepest penetration of low-PV water in SOSE is centered poleward of the polar front at roughly 62°S while the deep near-surface low-PV layer observed during the same time period during the AAIW05 Cruise was centered equatorward of the PF at roughly 57°S (Fig. 2a of Hartin et al., 2011).
the Southern Zone decrease in $\theta$ and increase in $S$ during the transition from Summer to Winter, a behavior shared by all of the transects within the Antarctic and Polar Frontal Zones. The P19 and A12 transects in the Subantarctic Zone decrease in both $\theta$ and $S$ while the SR3 transect decreases in $\theta$ but increases in $S$. This causes its winter composition to migrate into SAMW sector. The SR3 transect in the Subtropical Zone decreases both in $\theta$ and $S$ and also migrates into the SAMW sector in the winter.

By examining the surface waters along the poleward sides of the transects in Figs. 4.6, 4.7, and 4.8 we can get a sense of the seasonal evolution of AASW. Winter Water is visible in panels C and D of these transects as a cold mixed layer which extends from the continent past the sACCF and which sometimes reaches the PF. During the spring, surface heat and freshwater fluxes due to ice melt and increased solar insolation decrease the density of the surface layer and form a high PV layer of Summer Water in the upper 50m. Winter Water remains as a subsurface temperature minimum from around 50-200m depth; its persistence throughout the warmer seasons was noted by Mosby (1934). While CDW along each transect shoals south of the sACCF, the Winter Water lies above the uppermost extent of CDW, insulating it from the surface.

The formation of Summer Water causes the SAMW density class control volume to shift poleward into the subpolar gyres. The $27.1\sigma_\theta$ isopycnal, which typically outcrops in the vicinity of the PF during the September transects, extends all the way to the Antarctic continent. While certain authors, such as Cerovecki and Mazloff (2016), interpret this poleward shift of the density class control volume as a shift in the location of SAMW formation, we can see that while the location of the isopycnals moves seasonally, the location of the mode waters along each transect does not. We interpret the results differently, noting that the SAMW density class control volume merely encompasses different water masses in different seasons. In the austral summer the control volume includes Summer Water south of the sACCF while in austral winter it does not.

The overlap of the densest waters of the Subantarctic Zone and lightest waters of the AAIW sector in Fig. 4.5 suggests that AAIW reaches the surface. By iterating through all of the surface grid points and noting where the surface waters match the composition of these overlapping sectors (Fig. 4.9), we can chart where AAIW surfaces to find that AAIW reaches the surface in the Southeast Pacific between 130$^\circ$W and Drake Passage. This location coincides with the location of AAIW renewal described by McCartney (1977). Notably, Fig. 4.5 also shows that the CDW sector does not overlap with any surface zone sector. This result suggests that it does not broadly outcrop in
Figure 4.9: Number of months that water matching the $\theta - S$ composition of AAIW was detected at each surface grid point (shaded, out of a possible 60 total months). The shading was created by iterating through each surface grid point at each time step and checking whether the $\theta - S$ composition of the surface was within the overlapping Subantarctic Zone and AAIW sectors in the $\theta - S$ plane.

the Southern Ocean, a finding which contradicts many studies.

4.6.2 Transformation Results

We produced $T(\theta, S)$ transformation and $F(\theta, S)$ formation/destruction diagrams in Fig. 4.10 side-by-side to aid in their interpretation. Since the $F(\theta, S)$ formations result from taking the convergence of $T(\theta, S)$ along a particular axis (along the y-axis for heat transformations and along the x-axis for freshwater transformations) distinct patterns emerge. If the magnitude of a transformation along an axis steadily increases, reaches a maximum and then steadily decreases, the resulting formation and destruction will occur on opposing sides of the local maximum in formation magnitude. For example, when moving in the positive x-direction of Fig. 4.10TC, the net precipitation peaks at roughly 33.9 g/kg salinity. Since freshwater gain results in a loss of density at the surface, water is destroyed to the right of the precipitation peak (the magenta shading at values $> 33.9$ g/kg salinity in panel FC) and is formed to the left of the precipitation peak (the green shading at values $< 33.9$ g/kg salinity in panel FC).

These diagrams demonstrate how the $T(\sigma_\theta)$ framework is inadequate for accurate descriptions of the transformations between water masses. Imagine a water parcel in the middle of the Polar Frontal Zone sector (sky blue contour) at $\theta = 5.0 \, ^\circ C$ and $S = 33.9 \, g/kg$. If it were to lose heat it would move toward the Antarctic Zone sector while if it were to gain salt it would move toward the AAIW sector (pink dashed contour). The $T(\sigma_\theta)$ framework treats these transformations identically – as increases in density – yet the resulting $\theta - S$ composition that is formed by each transformation is not the same. To borrow a concept from linear algebra, assuming the $T(\sigma_\theta)$ framework can appropriately describe water mass transformations would be akin to assuming that a single vector can span the
Figure 4.10: $T(\theta, S)$ surface transformations (in Sverdrups [Sv]; left column) and the resulting $F(\theta, S)$ formations (Sv; right column). X-axis for each panel is $S$ (g/kg). Y-axis is $\theta$ (°C). The dashed blue contour corresponds to the SAMW sector, the dashed reddish-purple contour corresponds to the AAIW sector and the dashed dark gray contour corresponds to the CDW sector.
Additionally, to help understand the seasonality of transformations, we depict the month at which peak transformation occurs for a given $T(\theta_j, S_k)$ bin in Fig. 4.11.

4.7 Discussion

The $T(\theta, S)$ transformations provide a distinct vantage for interpreting Southern Ocean water mass transformations because they allow for differentiation of the subsurface water masses from the surface waters which lie atop them. Since these water masses are the focus of transformation studies we start with a discussion of the overall results of the transformation analysis and then discuss the specific implications for our understanding of the formations of CDW, SAMW and AAIW. In doing so, we
Table 4.1: Density range for CDW and its variants in water mass transformation studies. Note well: Sloyan and Rintoul (2001b) supplement their density calculations using $\theta - S$ composition and conclude that CDW is transformed into AASW which then is transformed into AAIW.

<table>
<thead>
<tr>
<th>Study</th>
<th>Nomenclature</th>
<th>Density Range ($\gamma^\nu$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speer et al. (2000)</td>
<td>UCDW</td>
<td>27.5-28.0 kg/m$^3$</td>
</tr>
<tr>
<td>Sloyan and Rintoul (2000)</td>
<td>UDW (a synonym of UCDW)</td>
<td>27.4-28.0 kg/m$^3$</td>
</tr>
<tr>
<td>Iudicone et al. (2008)</td>
<td>UCDW</td>
<td>27.8-28.0 kg/m$^3$</td>
</tr>
<tr>
<td>Downes et al. (2011)</td>
<td>NADW, PDW, IDW</td>
<td>27.5-28.1 kg/m$^3$, 27.6-28.0 kg/m$^3$, 27.5-27.9 kg/m$^3$</td>
</tr>
<tr>
<td>Abernathey et al. (2016)</td>
<td>UCDW</td>
<td>27.5-28.0 kg/m$^3$</td>
</tr>
</tbody>
</table>

highlight the different interpretation which $T(\theta, S)$ transformations provide when compared to $T(\sigma_\theta)$ transformations. We then continue by discussing which type of surface flux has the greatest influence over the Southern Ocean. We finish with a discussion of possible reasons why misconceptions about the Southern Ocean are so prevalent.

4.7.1 Water Mass Transformations

Circumpolar Deep Water

One of the central conclusions of $T(\sigma_\theta)$ transformation studies is that CDW outcrops in the Southern Ocean and is transformed into upper and lower branches – six such studies are listed in Table 4.1. In the case of Downes et al. (2011), CDW is differentiated into NADW, PDW, and IDW. These studies typically describe the transformation of CDW via freshwater and heat gain into an upper branch consisting of SAMW and AAIW and a lower branch consisting of AABW. The upper branch is what Speer et al. (2000) refer to as the “Diabatic Deacon Cell” in reference to Deacon’s (1937a) description of the Antarctic Convergence.

In contrast to these studies, our $T(\theta, S)$ transformations do not depict significant outcropping of CDW since the CDW sector does not overlap with either the Antarctic or Southern Zones. While the surface transformations generally occur within the surface zone sectors (Fig. 4.10), one notable outlier is visible within the CDW sector, near its coldest and freshest edge. There, a heat loss transformation occurs (Fig. 4.10TB and Fig. 4.12A) at approximately $\theta = 0^\circ C$ and $S = 34.67 g/kg$. Plotting the spatial extent of the heat loss transformations within the CDW sector reveals they occur in the Ross and Weddell Seas and are caused by the formation of sensible-heat polynyas within the
Figure 4.12: Net heat transformation (Sv, shaded) for surface heat flux and surface freshwater flux. The x-axis of each panel is $S$ (g/kg); y-axis is $\theta$ ($^\circ$C). The dashed lines depicting the 26.75 $\sigma_\theta$ isopycnal corresponds to the dashed vertical lines in Fig. 4.16.

Polynyas are large breaches within the sea ice cover. They are typically differentiated into two types – sensible and latent heat – depending upon the primary mechanism of heat loss that occurs within the polynya (Gordon and Comiso, 1988). Latent-heat polynyas tend to form along the Antarctic Coast, where katabatic winds advect sea ice away from the continent creating a breach along the shoreline. The surface water within the breach is typically at the freezing point and heat loss occurring within the polynya results in the production of new sea ice. Sensible-heat polynyas tend to form within the open ocean where breaches in the sea ice expose the sea surface to the frigid air above. The surface water within the breach is typically warmer than the freezing point and heat loss occurring within the polynya lowers the temperature of the seawater. Sensible-heat polynyas tend to form in the vicinity of shallow bathymetric features such as Maud Rise in the Weddell Sea. The breaches can be completely encased by sea ice or can form along the ice edges, in which case they are known as embayments.

The existence of these large sensible-heat polynyas in 2005 and 2006 is a model artifact: corresponding polynyas did not manifest near Antarctica during those years. We discuss the effects of these polynyas nonetheless because they represent a process that actually occurs in other years – most notably in 1974-1976 (Gordon and Comiso, 1988) and again in 2017. The causes and effects of these polynyas are also visible in other SOSE studies such as Mazloff et al. (2010; their Fig. 2C depicts atmospheric temperature anomalies in the same regions as the polynyas) and Tamsitt et al. [108]
Figure 4.13: Sea ice concentration and density flux due to heat loss during March, May, July and September, 2005 (austral fall and winter). The areas of heat loss density flux correspond to sensible-heat polynyas and embayments. Similar, but smaller, polynyas and embayments also occur in 2006. The green dot at 67.0416°S, 10.083°W indicates the point at which polynya-induced deep convection occurs for the longest duration during the simulation.
Fig. 4A shows significant surface heat loss in the same regions as the polynyas).

The density fluxes in these polynyas are strongest in 2005 and are intense enough to form deep convective plumes which penetrate through the surface layer of AASW and mix CDW up to the sea surface (Fig. 4.14). Moving back to the \(T(\theta, S)\) figures, we can see in Fig. 4.10FB that water matching the composition of CDW actually reaches the surface where it is transformed by sensible heat loss; thus relatively warm water is destroyed within the CDW sector and relatively cold water is formed. This highlights the efficacy of the technique: we can detect familiar phenomenon in the model, such as polynyas and see their effects on the \(\theta – S\) plane.

Smaller open-ocean polynyas form in the later years of SOSE but the heat loss within them is not intense enough to form deep convection which transforms CDW. There are no significant heat or freshwater gain transformations within the CDW sector, a result which challenges the idea that CDW contributes to an upper branch of the Southern Ocean overturning circulation via heat and freshwater gain.

\textbf{Subantarctic Mode Water}

Since we have demonstrated that SAMW and AAIW are not formed via the transformation of CDW via surface heat and freshwater gain, we turn our attention to describing which fluxes in SOSE are consistent with the observational descriptions of SAMW and AAIW formation. There is a discernible connection between the \(\theta – S\) structures of SAMW and the surface waters of the Southern Ocean: water matching SAMW composition forms as a result of heat loss (Fig. 4.10FB) along the densest edge of the Subtropical and Subantarctic Zones at the end of austral winter (Fig. 4.11B). This formation mechanism and seasonality is consistent with McCartney’s (1977) original description of SAMW. We also see that the lightest parts of AAIW overlap with the densest parts of SAMW, which is also consistent with McCartney’s observation that AAIW is renewed in the late winter from the densest and coldest types of SAMW. We see that no formation occurs via surface fluxes over the remainder of the AAIW sector, suggesting a subsurface process brings about its densification.

Cerovecki and Mazloff (2016) and Abernathey et al. (2016) claim that freshwater fluxes from the melting of sea ice, in particular, play an important role in the formation of SAMW and AAIW (Cerovecki and Mazloff focus their discussion primarily on SAMW). Fig. 4.4 compares the hydrographic extent of this sea ice redistribution freshwater flux with the hydrographic extent of SAMW. We see that SAMW formation and ice melt occur in distinct regions and do not overlap: SAMW
Figure 4.14: A time versus depth (y-axis depicted using log_{10} scale) plot of $\theta$ and $S$ for the point at 67.0416°S, 10.083°W. The dark gray dashed line denotes the extent of CDW, which typically exists beneath the cold and fresh surface layer but reaches the surface from May through September of 2005. A weaker convection event is also visible in 2006 but composition of the surface mixed layer is not warm and salty enough to be considered CDW.
exists north of the PF while the sea ice melt occurs primarily south of the sACCF.

On the $\theta - S$ plane, we see that sea ice formation and melt occur at approximately $-1.89^\circ C$ (Fig. 4.10 TE and TF) while the coldest SAMW is $4^\circ C$ (McCartney, 1977) and the coldest AAIW is $2^\circ C$ (Emery and Meincke, 1986). Additionally, peak formation of SAMW occurs in August while peak ice melt occurs in January (Fig. 4.11). It is possible for sea ice to be advected away from its formation region and for the resulting ice melt to flux into warmer waters but Tamura et al. (2011) report that such a strong ocean/sea ice temperature contrast is not observed, which is consistent with the temperature of the ice melt transformations in Fig. 4.10 TE (typically at less than $-1^\circ C$).

Since the melting of sea ice typically occurs in January, south of the sACCF and into seawater typically colder than $0^\circ C$, this ice melt transformation that Cerovecki and Mazloff (2016) and Abernathey et al. (2016) relate to the formation of SAMW and AAIW is actually related to the seasonal formation of Summer Water. Additionally, since sea ice melt flux increases the stability of the water column it cannot directly cause the formation of mode water since increasing mode water volume requires that a surface flux decrease the stability of the water column.

**Antarctic Intermediate Water**

AAIW rarely reaches the surface in the first three years of SOSE (2005, 2006, and 2007). We see that AAIW does not reach the surface in the P19 transect depicted in Fig. 4.8. However, AAIW often reaches the surface during the colder months of the final three years of SOSE (2008, 2009, and 2010) when convective plumes penetrate from the surface to deeper than 500m depth (we show a representative year, 2008, along the P19 transect in Fig. 4.15). Among the other WOCE transects, these convective plumes also occurred along the P18 transect ($105^\circ W$) in 2008, 2009 and 2010 as well as on the A21 transect ($68^\circ W$) in 2008 and 2009.

AAIW exhibits several characteristics which run counter to the description of AAIW one might glean from reading the water mass transformation literature. AAIW does not regularly outcrop. Out of the possible 60 months in the SOSE dataset AAIW only reached the surface for a maximum of 18 months at select grid points. When AAIW does reach the surface, the water mass does not gradually shoal like one might imagine from depictions of isopycnal surfaces. The bulk of the AAIW water mass remains at depth, and a deep convective plume connects this water mass to the surface. This convection is brought about primarily by wintertime heat loss and AAIW is transformed within the plumes to form colder and denser water. The majority of the AAIW sector is
Figure 4.15: Latitude-depth transects along 89°W for February and September 2008. Contours and shading same as in Fig. 4.8. The deep convection mixing AAIW up to the surface is visible in the vicinity of the Subantarctic Front in panels B, D, and F.
not exposed to surface fluxes, which suggests that AAIW is primarily formed via subsurface mixing. This interpretation of the formation process for AAIW contradicts many of the explanations in the water mass transformation literature which conclude that surface fluxes are the dominant mechanism for AAIW formation, e.g. Fig. 13 of Sloyan and Rintoul (2001a), Fig. 17 of Iudicone et al. (2008), Fig. 2d of Abernathey et al. (2016).

4.7.2 Surface Fluxes

An additional discrepancy remains: several studies – Iudicone et al. (2008), Downes et al. (2011), Abernathey et al. (2016) – conclude that transformations from freshwater fluxes are larger in magnitude than transformations from heat fluxes in the Southern Ocean. This conclusion appears to contradict our findings in Fig. 4.10 in which panels TA and TB depict much larger heat transformations than the freshwater transformations in panels TC, TD, TE and TF. The key to resolving this discrepancy is to remember that the one-dimensional $T(\sigma)\theta$ transformations represent the path integral along an isopycnal in $\theta - S$ space as described in Eq. 4.16. We apply this equation and can replicate the results depicted in Fig. 2 of Abernathey et al. (2016) as shown in our Fig. 4.16. Our Fig. 4.16C depicts the heat transformation partitioned into heat gain and heat loss – its maximum magnitude is roughly three times that of brine rejection and ice melt.

Additionally, the vertical dashed line denotes the 26.75 $\sigma_\theta$ isopycnal, which we also draw in Fig. 4.12. Even though the magnitude of the one-dimensional $T(\sigma_\theta)$ heat transformation in Fig. 4.16A is smaller than that of the freshwater transformation at 26.75 $\sigma_\theta$, we see in Fig. 4.12 that the heat flux transformation has opposite signs at different places along the 26.75 $\sigma_\theta$ isopycnal: the transformation is of negative sign in the Polar Frontal and Antarctic Zones while it is of positive sign in the Subantarctic Zone. Because the $T(\sigma_\theta)$ transformation is the integral along this path, the result of the calculation makes the magnitude of the heat transformations appear smaller than the freshwater transformations even though the $T(\theta, S)$ transformations in Fig. 4.10 show otherwise.

4.7.3 Misconceptions about the Southern Ocean

One might wonder why misconceptions about the Southern Ocean are so pervasive in the literature. We suggest that it is related to the way that the recent literature depicts water masses in this region. Older descriptions do not use density classes to delineate water masses. For example, Sverdrup et al.'s
Figure 4.16: One dimensional surface transformations computed by applying Eq. 4.16 to the $T(\theta, S)$ transformations in Fig. 4.10 and applying a smoothing filter since the $T(\theta, S)$ transformations are computed at discrete grid points in the $\theta - S$ plane. Comparing this figure to Fig. 4.10 demonstrates how a mean transformation by a single component does not necessarily represent a conversion from dense water to lighter water (or vice versa) because in the subpolar region the seasonal cycle of heating and cooling is accomplished by different components of the coupled atmospheric, cryospheric and oceanic system.

(1942) depiction of the Southern Ocean in their Fig. 164 uses the 0°C and 2°C isotherms to depict AASW overlying the deeper water masses. These isotherms extend far from the Antarctic continent and separate deeper waters from the surface.

When we contrast Sverdrup et al.’s depiction with the depictions of the Southern Ocean in $T(\sigma_\theta)$ studies – e.g. Fig. 8 of Speer et al. (2000), Fig. 13 of Sloyan and Rintoul (2001b), Fig. 17 of Iudicone et al. (2008), Fig. 8 of Downes et al. (2011), & Fig. 1A of Abernathey et al. (2016) – we see that since the water mass transformation studies use isopycnals rather than isotherms they omit the depiction of AASW. Their depiction also shows lighter water masses as being stacked above denser ones, and water masses outcropping sequentially as a function of density when moving from low to high latitudes.

Even beyond water mass transformation studies, this depiction pervades the recent literature – Table 4.2 lists thirteen studies which replicate Fig. 8 of Speer et al. (2000). Eight of these papers modify the figure before publication and we list the changes made in the third column (excluding mention of superficial changes such as altering the colors in the replicated figure). The widespread replication of Speer et al.’s Fig. 8 within the published literature in spite of its problems is concerning because schematic interpretations can beget wider misconceptions if the schema does not accurately reflect the underlying concepts or data. We must be careful about how we use schematic...
Table 4.2: Studies which replicate Fig. 8 of Speer et al. (2000).

<table>
<thead>
<tr>
<th>Study</th>
<th>Figure</th>
<th>Modifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rintoul et al. (2001)</td>
<td>Figure 4.6.2</td>
<td>N/A</td>
</tr>
<tr>
<td>Olbers and Visbeck (2005)</td>
<td>Figure 1</td>
<td>AAIW downwelling</td>
</tr>
<tr>
<td>Hallberg and Gnanadesikan (2006)</td>
<td>Figure 1</td>
<td>N/A</td>
</tr>
<tr>
<td>Carter et al. (2008)</td>
<td>Figure 2</td>
<td>N/A</td>
</tr>
<tr>
<td>Meredith et al. (2011)</td>
<td>Figure 13</td>
<td>SAMW downwelling</td>
</tr>
<tr>
<td>Talley et al. (2011)</td>
<td>Figure 13.4</td>
<td>Include surface water masses – AASW, SASW, STSW and CSW – and depict SAMW as both insulating AAIW from the surface and mixing down into AAIW</td>
</tr>
<tr>
<td>Naveira Garabato (2012)</td>
<td>Figure 1c</td>
<td>N/A</td>
</tr>
<tr>
<td>Bryden et al. (2012)</td>
<td>Figure 3a</td>
<td>AAIW downwelling</td>
</tr>
<tr>
<td>Egan et al. (2013)</td>
<td>Figure 1</td>
<td>SAMW mixes down into AAIW</td>
</tr>
<tr>
<td>Sallee et al. (2013)</td>
<td>Figure 1</td>
<td>SAMW downwelling</td>
</tr>
<tr>
<td>Post et al. (2014)</td>
<td>Figure 3</td>
<td>SAMW and AAIW downwelling</td>
</tr>
<tr>
<td>Gent (2016)</td>
<td>Figure 1</td>
<td>N/A</td>
</tr>
<tr>
<td>Deppeler and Davidson (2017)</td>
<td>Figure 3</td>
<td>SAMW and AAIW downwelling</td>
</tr>
</tbody>
</table>

interpretations to depict oceanographic features because the depictions themselves strongly influence how we conceptualize the ocean’s circulation and the relationships between water masses.

This is a common problem among scientific disciplines; taxonomy provides a straightforward analogy. The Linnean classification system – which groups species based on similarities in appearance and imposes a hierarchy schema consisting of Kingdom, Phylum, Class, Order, Family, Genus and Species – fails in many instances to reflect the true relationships between species. Linnean taxonomy groups birds and reptiles into distinct classes of animals (Linnaeus 1758). Yet dinosaurs are reptiles (Owen 1842) and cladistics reveals that birds are dinosaurs (Gauthier 1986). There is a contradiction in the schema but the existence of the schema perpetuates a misconception that birds and reptiles are distinct groups of animals. Modern taxonomy employs a different schema, the cladogram, which uses shared derived anatomical features to differentiate species into clades (the number of clades is unlimited) in order to depict the relationships between species more accurately.

We should employ schematic interpretations in oceanography which reflect the complexity of the underlying data in order to describe the relationships between water masses. In taxonomy, the
Linnean hierarchy was supplanted by the cladogram, which uses an unlimited number of clades instead of a fixed amount of levels and adapts to reflect the underlying complexity of species. Likewise, the one-dimensional $T(\sigma_\theta)$ framework should be supplanted by the two-dimensional $T(\theta, S)$ framework since it better distinguishes water masses by using $\theta - S$ composition instead of density and is adaptable to reflect the underlying complexity by using the sector boundaries of a $\theta - S - V$ census rather than density classes.

This improvement would help to correct several misconceptions, including the:

1. lack of awareness of the existence of AASW
2. belief that isopycnal surfaces can adequately delineate water masses, ignoring the seasonal migration of the isopycnals and the longitudinal variation of density within a specific water mass
3. acceptance that UCDW outcrops and is transformed into upper and lower cells rather considering the possibility that the processes which transform SAMW and AAIW are relatively unrelated to the transformation of UCDW.

4.8 Summary

We demonstrate throughout this study that $T(\sigma_\theta)$ water mass transformation studies conflate the cold, fresh waters of AASW with warm, salty subsurface water masses of the same density. These studies reach a number of erroneous conclusions by assuming that surface fluxes transform the subsurface water masses rather than the surface waters which lie atop them.

One of the most pervasive misconceptions is that CDW outcrops and is split into upper and lower branches via surface heat fluxes. The upper branch is assumed to be caused by heat and freshwater gain and leads to the formation of SAMW and AAIW. We demonstrate that CDW does not outcrop broadly in the Southern Ocean. The only process by which CDW is drawn to the surface in SOSE is via mixing related to sensible-heat polynyas in the Weddell and Ross Seas occurring during the first two years of SOSE (2005-2006). While large open-ocean polynyas did not actually form in the vicinity of Antarctica in those years we note that such sensible-heat polynyas would cause CDW to increase in density via surface heat loss and thus would not contribute to an upper branch.

CDW is not transformed by surface heat and freshwater gain and thus is not transformed into SAMW and AAIW. SAMW formation is related to heat loss in the austral winter and the coldest,
densest types of SAMW overlap in $\theta - S$ composition with the warmest, lightest types of AAIW, an observation consistent with McCartney's (1977) deductions about AAIW renewal.

Furthermore, many studies conclude that freshwater fluxes dominate heat fluxes in the Southern Ocean. We find the opposite to be true – the effect of heat fluxes on density transformations are generally much larger than freshwater fluxes, with the exception of along the seawater/ice phase transition line. Finally, we speculate on the reason why there are so many widespread misconceptions about the Southern Ocean and suggest that it is partly due to the way that water masses are depicted schematically.
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Overview and Prospects for Future Research

The completion of a dissertation is often an arduous journey. In my case, I underestimated both the difficulty of the task and the growth that would come about by its fulfilment. I hope my committee will indulge my return to the conversational tone I used in the acknowledgements while I summarize the broad findings of this dissertation and the avenues of future research, since personal context will bring clarity to both of these descriptions.

Throughout my childhood I was taught that the nature of the scientific method involves embracing a state of disbelief in one’s own ideas. Initial hunches are to be viewed as hypotheses that should be tested, when possible, using controlled experiments or updated by the introduction of new information that can falsify the original belief. It is almost always the case in oceanography that controlled experiments are not possible, thus the latter technique of using Bayesian inference becomes the necessary route of scientific inquiry.

I attempted to use this technique throughout this dissertation and continue to use it throughout my research. In Chapter 1, for example, it would’ve been possible to forgo finding Argo floats along each of the eastward and poleward edges of the $S_{\text{max}}$ because checking data from the floats risks undermining the narrative of the chapter. However, since we took the risk and found observational results that were clearly consistent with the model, we increased the subjective probability that the narrative is correct.

For this reason, it was disconcerting to read through the peer-reviewed literature cited in Chapter 4...and it was unsettling to write the chapter itself. Nearly all of the analysis in the studies cited in that chapter act only to confirm initial suspicions rather than attempt to falsify hypotheses. This is the critical reason why so many of those studies arrive at erroneous conclusions and why the introduction of new information – seasonality, location, $\theta - S$ composition, or vertical stability – so easily reveals the dubiousness of those findings.

That chapter, in concert with Chapter 3, lead me to the belief – which is either inspiring or
dispiriting (maybe both) – that many of the ideas we currently hold in oceanography will not withstand scrutiny. The situation is inspiring in the sense that perhaps there is much yet to discover about the basic structure of the ocean, yet dispiriting in the sense that revealing these discoveries requires illustrating the flaws in our current paradigms and critiquing the work of those whose research is predicated upon these paradigms. It is an unfortunate aspect of the literature that we identify studies by authors’ last names because a critique then appears to criticize the authors ad hominem rather than criticizing the paradigm itself. I hope that those whose work I critique can see past this superficiality and appreciate that I am trying to help our community pursue more rewarding avenues of research.

One of the most fruitful paths that I am engaged in is combining the techniques of Chapter 1 and Chapter 4 – using $T(\theta, S)$ analysis in conjunction with models equipped to output the diffusivities for individual processes. I used this methodology with Dr. Jeff Willison and Professor Ruoying He at North Carolina State University for a study of continental shelf mixing around Antarctica, a work that is currently in revision.

I also mentioned data assimilation and Bayesian inference in the introduction. One of the ongoing efforts in my position at NCAR is to use ensemble assimilation to diagnose and understand systematic model error in ocean general circulation models. While the models mentioned in this dissertation are relatively high-resolution – we studied POP2 in a $1/10^\circ$ eddy-resolving configuration and SOSE in a $1/6^\circ$ eddy-permitting configuration – much of our knowledge about the coupled climate system is predicated upon inferences gleaned from $1^\circ$ eddy-parameterizing models. Assimilation algorithms have difficulty assimilating observations in such models in the vicinity of western boundary current extensions since systematic model error appears to be prevalent in these regions (Karspeck et al., 2013).

The general technique presented in Chapter 4, where results are compared against water mass census data, should provide a tractable path for understanding such model error. For example, water masses within the model can be compared against a $\theta - S$ census estimated from an observational data set to see whether the model adequately represents a given water mass and, if not, whether the filter increments can adjust the model state to correct the error.

These avenues of research excite me and the initial results are promising. I thank the members of my committee for allowing me the opportunity to defend my dissertation and for providing a rigorous critique of its contents. Finally, to my family: Okage sama de.
Appendix A

Experiment Setup

A.1 Community Earth System Model

The numerical experiment described in Chapters 1 and 2 used CESM version 1.0.4 with active ocean (POP2; Smith et al., 2010) and ice (CICE4; Bailey et al., 2010) components. The grid configuration was T62, which is a spectral atmospheric grid and an eddy-resolving oceanic tripole grid (Murray, 1996) with zonal resolution of 0.1°, meridional resolution of 0.1° cos(lat) and a source modification allowing for 62 vertical levels (10m spacing above 160m and gradually increasing spacing towards the sea floor). The equation of state was computed using the method of McDougall et al. (2003). Freshwater forcing is imposed as a virtual salt flux. Vertical mixing is represented using the KPP mixing scheme of Large et al. (1994). Turbulent shear mixing and double diffusive convection are represented by increasing vertical diffusivity above the background diffusivity. Shear mixing is a function of the gradient Richardson number and salt finger convection is a function of $R_\rho$ according to the empirical parameterization of St. Laurent and Schmitt (1999). In CESM parlance, the experiment used a “G” compset in which the ocean and ice components of CESM were forced in accordance with the CORE (Griffies et al., 2009) guidelines. The COREv2 dataset is composed of a blend of NCEP reanalysis (Kalnay et al., 1996) and a variety of satellite-based reconstructions of surface atmospheric state and flux fields (Large and Yeager, 2009). COREv2 includes interannually varying forcing data, spanning the years 1948-2009 and a single “normal year” which is an exactly repeating synthetic year derived from the interannually varying data. The interannual dataset incorporates observational and reanalysis data from a variety of sources with irregular start and stop times. In 1979, COREv2 begins incorporating data from MSU (Spencer, 1993), the CMAP product (Xie and Arkin, 1996) and GPCP data (Huffman et al., 1997). Coastal runoff is imposed.
using the [Dai and Trenberth (2002)](Dai2002) climatology. The model was initialized with temperature and
salinity distributions from the WOCE climatology [Gouretski and Koltermann (2004)](Gouretski2004) and spun up
for 15 model years with COREv2 normal year forcing. This spin up was shared by the experiment
described in [Bryan and Bachman (2015)](Bryan2015) but the integrations branched after spinup: Bryan and
Bachman continued by extending their integration for another 5 years under normal-year forcing;
the integration in this dissertation continued for another 33 years under interannually varying forcing
corresponding to the years 1977-2009. Since the transition from normal-year forcing to interannual
forcing makes the forcing fields discontinuous, we started the interannual forcing in 1977 to mitigate
the effects of these perturbations and suggest that users of this experiment restrict analysis to the
output from 1979-2009. Output was saved as five-day averages and converted to monthly averages
using a weighted mean.

A.2 Forcing Fields and Availability

The following tables contain the data sources, temporal availability, and units of the variables
contained in the COREv2 data set.
Table A.1: The variables and data sources incorporated into the COREv2 data set. This is a modified version of Table 1 of Large and Yeager (2009) updated to reflect the extension of the dataset (Griffies et al., 2012).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Source</th>
<th>Frequency</th>
<th>Duration</th>
<th>Resolution</th>
<th>Coverage</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>SST</td>
<td>Hadley-OI</td>
<td>Monthly</td>
<td>1871-2009</td>
<td>1°</td>
<td>Global</td>
<td>Satellite</td>
</tr>
<tr>
<td>Atmos. State</td>
<td>NCEP</td>
<td>6 hourly</td>
<td>1948-2009</td>
<td>T62</td>
<td>Global</td>
<td>NWP</td>
</tr>
<tr>
<td>Radiation</td>
<td>ISCCP-FD</td>
<td>Daily</td>
<td>1984-2009</td>
<td>2.5°</td>
<td>Global</td>
<td>Satellite</td>
</tr>
<tr>
<td>Precipitation</td>
<td>CPCP</td>
<td>Monthly</td>
<td>1979-2009</td>
<td>2.5°</td>
<td>Global</td>
<td>Satellite</td>
</tr>
<tr>
<td>Precipitation</td>
<td>CMAP</td>
<td>Monthly</td>
<td>1979-2009</td>
<td>2.5°</td>
<td>Global</td>
<td>Blend</td>
</tr>
<tr>
<td>Precipitation</td>
<td>S-H-Y</td>
<td>Monthly Climatology</td>
<td>0.5°</td>
<td>50°N-90°N</td>
<td>In situ</td>
<td></td>
</tr>
<tr>
<td>Precipitation</td>
<td>MSU</td>
<td>Monthly</td>
<td>1979-1993</td>
<td>2.5°</td>
<td>55°S-55°N</td>
<td>Satellite</td>
</tr>
<tr>
<td>Ice fraction</td>
<td>NSIDC</td>
<td>Daily</td>
<td>10/79-2009</td>
<td>25 km</td>
<td>Global</td>
<td>Satellite</td>
</tr>
<tr>
<td>All</td>
<td>NOC</td>
<td>Monthly</td>
<td>1980-1995</td>
<td>1°</td>
<td>Global</td>
<td>Ships</td>
</tr>
<tr>
<td>All</td>
<td>TAO</td>
<td>Daily</td>
<td>1995-2009</td>
<td>2°-20°</td>
<td>Pacific</td>
<td>Buoys</td>
</tr>
<tr>
<td>Most</td>
<td>PIRATA</td>
<td>Daily</td>
<td>1998-2009</td>
<td>2°-20°</td>
<td>Atlantic</td>
<td>Buoys</td>
</tr>
<tr>
<td>Vector winds</td>
<td>QSCAT</td>
<td>6 hourly</td>
<td>1999-2009</td>
<td>0.5°</td>
<td>Global</td>
<td>Satellite</td>
</tr>
<tr>
<td>Air temperature</td>
<td>POLES</td>
<td>12 hourly</td>
<td>1979-2009</td>
<td>100 km</td>
<td>60°N-90°N</td>
<td>In situ</td>
</tr>
</tbody>
</table>

Table A.2: The forcing fields used in the simulation with their temporal availability and units. This information is a truncated form of Table 1 of Griffies et al. (2012).

<table>
<thead>
<tr>
<th>Field</th>
<th>Availability</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 m air density</td>
<td>6 hr x 365 days</td>
<td>kg m⁻³</td>
</tr>
<tr>
<td>Continental runoff</td>
<td>12 months</td>
<td>kg m⁻² s⁻¹</td>
</tr>
<tr>
<td>Liquid precipitation</td>
<td>12 months</td>
<td>kg m⁻² s⁻¹</td>
</tr>
<tr>
<td>Solid precipitation</td>
<td>12 months</td>
<td>kg m⁻² s⁻¹</td>
</tr>
<tr>
<td>Downward longwave radiation</td>
<td>365 days</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>Downward shortwave radiation</td>
<td>365 days</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>10 m specific humidity</td>
<td>6 hr x 365 days</td>
<td>kg kg⁻¹</td>
</tr>
<tr>
<td>Sea level pressure</td>
<td>6 hr x 365 days</td>
<td>Pa</td>
</tr>
<tr>
<td>10 m air temperature</td>
<td>6 hr x 365 days</td>
<td>K</td>
</tr>
<tr>
<td>10 m easterly wind</td>
<td>6 hr x 365 days</td>
<td>m s⁻¹</td>
</tr>
<tr>
<td>10 m northerly wind</td>
<td>6 hr x 365 days</td>
<td>m s⁻¹</td>
</tr>
</tbody>
</table>
A.3 POP2 Namelists Groups, Options and Values

The following are all of the namelist groups, included options and their values as set in the pop2.in file for the numerical experiment. Since the particular settings of specific namelist options can have a profound effect on the outcome of a numerical experiment and such namelist files can be lost or corrupted when kept on a filesystem, we reproduce all of the settings in the following tables.

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>clinic_distribution_type</td>
<td>‘spacecurve’</td>
</tr>
<tr>
<td>ew_boundary_type</td>
<td>‘cyclic’</td>
</tr>
<tr>
<td>nprocs_clinic</td>
<td>1024</td>
</tr>
<tr>
<td>nprocs_tropic</td>
<td>1024</td>
</tr>
<tr>
<td>ns_boundary_type</td>
<td>‘tripole’</td>
</tr>
<tr>
<td>tropic_distribution_type</td>
<td>‘spacecurve’</td>
</tr>
</tbody>
</table>
Table A.4: IO Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>log_filename</td>
<td>'/glade/scratch/johnsonb/g.e01.GIAF.T62_t12.003/run/ocn.log.141010-060252'</td>
</tr>
<tr>
<td>lredirect_stdout</td>
<td>.true.</td>
</tr>
<tr>
<td>luse_nf_64bit_offset</td>
<td>.true.</td>
</tr>
<tr>
<td>luse_pointer_files</td>
<td>.true.</td>
</tr>
<tr>
<td>num_iotasks</td>
<td>1</td>
</tr>
</tbody>
</table>

Table A.5: Time_manager Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>accel_file</td>
<td>'/glade/scratch/johnsonb/g.e01.GIAF.T62_t12.003/run/tx0.1v2_depth_accel'</td>
</tr>
<tr>
<td>allow_leapyear</td>
<td>.false.</td>
</tr>
<tr>
<td>date_separator</td>
<td>'-'</td>
</tr>
<tr>
<td>dt_count</td>
<td>750</td>
</tr>
<tr>
<td>dt_option</td>
<td>'steps_per_day'</td>
</tr>
<tr>
<td>dtuxcel</td>
<td>1.0</td>
</tr>
<tr>
<td>fit_freq</td>
<td>4</td>
</tr>
<tr>
<td>iday0</td>
<td>1</td>
</tr>
<tr>
<td>ihour0</td>
<td>6</td>
</tr>
<tr>
<td>iminute0</td>
<td>0</td>
</tr>
<tr>
<td>imonth0</td>
<td>1</td>
</tr>
<tr>
<td>impcor</td>
<td>.true.</td>
</tr>
<tr>
<td>isecond0</td>
<td>0</td>
</tr>
<tr>
<td>iyear0</td>
<td>1</td>
</tr>
<tr>
<td>laccel</td>
<td>.false.</td>
</tr>
<tr>
<td>runid</td>
<td>'g.e01.GIAF.T62_t12.003'</td>
</tr>
<tr>
<td>stop_count</td>
<td>1000</td>
</tr>
<tr>
<td>stop_option</td>
<td>'nyear'</td>
</tr>
<tr>
<td>time_mix_freq</td>
<td>17</td>
</tr>
<tr>
<td>time_mix_opt</td>
<td>'avgfit'</td>
</tr>
</tbody>
</table>
### Table A.6: Grid Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>bathymetry_file</td>
<td>'unknown_bathymetry'</td>
</tr>
<tr>
<td>bottom_cell_file</td>
<td>'/glade/scratch/dbailey/62_level/dzbc_km62_201209.ieeer8'</td>
</tr>
<tr>
<td>flat_bottom</td>
<td>.false.</td>
</tr>
<tr>
<td>horiz_grid_file</td>
<td>'/glade/p/cseg//inputdata/ocn/pop/tx0.1v2/grid/horiz_grid_200709.ieeer8'</td>
</tr>
<tr>
<td>horiz_grid_opt</td>
<td>'file'</td>
</tr>
<tr>
<td>kmt_kmin</td>
<td>3</td>
</tr>
<tr>
<td>lremove_points</td>
<td>.false.</td>
</tr>
<tr>
<td>n_topo_smooth</td>
<td>0</td>
</tr>
<tr>
<td>partial_bottom_cells</td>
<td>.true.</td>
</tr>
<tr>
<td>region_info_file</td>
<td>'/glade/scratch/johnsonb/g.e01.GIAF.T62_t12.003/run/tx0.1v2_region_ids'</td>
</tr>
<tr>
<td>region_mask_file</td>
<td>'/glade/p/cseg//inputdata/ocn/pop/tx0.1v2/grid/region_mask_20080702.ieeei4'</td>
</tr>
<tr>
<td>sfc_layer_opt</td>
<td>'varthick'</td>
</tr>
<tr>
<td>topography_file</td>
<td>'/glade/scratch/dbailey/62_level/topography_km62_201209.ieei4'</td>
</tr>
<tr>
<td>topography_opt</td>
<td>'file'</td>
</tr>
<tr>
<td>topography_outfile</td>
<td>'./g.e01.GIAF.T62_t12.003.pop.h.topography_bathymetry.ieeer8'</td>
</tr>
<tr>
<td>vert_grid_file</td>
<td>'/glade/scratch/johnsonb/g.e01.GIAF.T62_t12.003/run/tx0.1v2_vert_grid'</td>
</tr>
<tr>
<td>vert_grid_opt</td>
<td>'file'</td>
</tr>
</tbody>
</table>

### Table A.7: Init.ts Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>init_ts_file</td>
<td>'./g.e11.G.T62_t12.002.pop.r.0016-01-01-00000.nc'</td>
</tr>
<tr>
<td>init_ts_file_fmt</td>
<td>'nc'</td>
</tr>
<tr>
<td>init_ts_option</td>
<td>'ccsm_continue'</td>
</tr>
<tr>
<td>init_ts_outfile</td>
<td>'./g.e01.GIAF.T62_t12.003.pop.h.ts_ic'</td>
</tr>
<tr>
<td>init_ts_outfile_fmt</td>
<td>'bin'</td>
</tr>
<tr>
<td>init_ts_suboption</td>
<td>'spunup'</td>
</tr>
</tbody>
</table>
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Table A.8: Diagnostics Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>cfl_all_levels</td>
<td>.false.</td>
</tr>
<tr>
<td>diag_all_levels</td>
<td>.false.</td>
</tr>
<tr>
<td>diag_cfl_freq</td>
<td>1</td>
</tr>
<tr>
<td>diag_cfl_freq_opt</td>
<td>'nday'</td>
</tr>
<tr>
<td>diag_global_freq</td>
<td>1</td>
</tr>
<tr>
<td>diag_global_freq_opt</td>
<td>'nday'</td>
</tr>
<tr>
<td>diag_outfile</td>
<td>'/glade/scratch/johnsonb/g.e01.GIAF.T62_t12.003/run/g.e01.GIAF.T62_t12.003.pop.dd'</td>
</tr>
<tr>
<td>diag_transp_freq</td>
<td>1</td>
</tr>
<tr>
<td>diag_transp_freq_opt</td>
<td>'nday'</td>
</tr>
<tr>
<td>diag_transport_file</td>
<td>'/glade/scratch/johnsonb/g.e01.GIAF.T62_t12.003/run/tx0.1v2_transport_contents'</td>
</tr>
<tr>
<td>diag_transport_outfile</td>
<td>'/glade/scratch/johnsonb/g.e01.GIAF.T62_t12.003/run/g.e01.GIAF.T62_t12.003.pop.dt'</td>
</tr>
<tr>
<td>diag_velocity_outfile</td>
<td>'/glade/scratch/johnsonb/g.e01.GIAF.T62_t12.003/run/g.e01.GIAF.T62_t12.003.pop.dv'</td>
</tr>
<tr>
<td>ldiag_velocity</td>
<td>.false.</td>
</tr>
</tbody>
</table>

Table A.9: Budget_diagnostics Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ldiag_global_tracer_budgets</td>
<td>.false.</td>
</tr>
</tbody>
</table>

Table A.10: Bsf_diagnostics Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ldiag_bsf</td>
<td>.false.</td>
</tr>
</tbody>
</table>

Table A.11: Restart Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>even_odd_freq</td>
<td>100000</td>
</tr>
<tr>
<td>leven_odd_on</td>
<td>.false.</td>
</tr>
<tr>
<td>pressure_correction</td>
<td>.false.</td>
</tr>
<tr>
<td>restart_fmt</td>
<td>'no'</td>
</tr>
<tr>
<td>restart_freq</td>
<td>100000</td>
</tr>
<tr>
<td>restart_freq_opt</td>
<td>'nyear'</td>
</tr>
<tr>
<td>restart_outfile</td>
<td>'./g.e01.GIAF.T62_t12.003.pop.r'</td>
</tr>
<tr>
<td>restart_start</td>
<td>0</td>
</tr>
<tr>
<td>restart_start_opt</td>
<td>'nstep'</td>
</tr>
</tbody>
</table>
Table A.12: Tavg Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ltavg_has_offset_date</td>
<td>.false. .false.</td>
</tr>
<tr>
<td>ltavg_ignore_extra_streams</td>
<td>.false.</td>
</tr>
<tr>
<td>ltavg_nino_diags_requested</td>
<td>.false.</td>
</tr>
<tr>
<td>ltavg_one_time_header</td>
<td>.false. .false.</td>
</tr>
<tr>
<td>n_tavg_streams</td>
<td>2</td>
</tr>
<tr>
<td>tavg_contents</td>
<td>'/glade/scratch/johnsonb/g.e01.GIAF.T62_t12.003/run/tx0.1v2_tavg_contents'</td>
</tr>
<tr>
<td>tavg_file_freq</td>
<td>5 5</td>
</tr>
<tr>
<td>tavg_file_freq_opt</td>
<td>'nday' 'nday'</td>
</tr>
<tr>
<td>tavg_fmt_in</td>
<td>'nc' 'nc'</td>
</tr>
<tr>
<td>tavg_fmt_out</td>
<td>'nc' 'nc'</td>
</tr>
<tr>
<td>tavg_freq</td>
<td>5 1</td>
</tr>
<tr>
<td>tavg_freq_opt</td>
<td>'nday' 'nday'</td>
</tr>
<tr>
<td>tavg_infile</td>
<td>'./g.e01.GIAF.T62_t12.003.pop.hrestart.end'</td>
</tr>
<tr>
<td>tavg_offset_days</td>
<td>2 2</td>
</tr>
<tr>
<td>tavg_offset_months</td>
<td>1 1</td>
</tr>
<tr>
<td>tavg_offset_years</td>
<td>1 1</td>
</tr>
<tr>
<td>tavg_outfile</td>
<td>'./g.e01.GIAF.T62_t12.003.pop.h'</td>
</tr>
<tr>
<td>tavg_start</td>
<td>0 0</td>
</tr>
<tr>
<td>tavg_start_opt</td>
<td>'nstep' 'nstep'</td>
</tr>
<tr>
<td>tavg_stream_filestrings</td>
<td>'nday5' 'nday1'</td>
</tr>
</tbody>
</table>

Table A.13: History Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>history_contents</td>
<td>'/glade/scratch/johnsonb/g.e01.GIAF.T62_t12.003/run/tx0.1v2_history_contents'</td>
</tr>
<tr>
<td>history_fmt</td>
<td>'nc'</td>
</tr>
<tr>
<td>history_freq</td>
<td>1</td>
</tr>
<tr>
<td>history_freq_opt</td>
<td>'never'</td>
</tr>
<tr>
<td>history_outfile</td>
<td>'./g.e01.GIAF.T62_t12.003.pop.hs'</td>
</tr>
</tbody>
</table>

Table A.14: Movie Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>movie_contents</td>
<td>'/glade/scratch/johnsonb/g.e01.GIAF.T62_t12.003/run/tx0.1v2_movie_contents'</td>
</tr>
<tr>
<td>movie_fmt</td>
<td>'nc'</td>
</tr>
<tr>
<td>movie_freq</td>
<td>1</td>
</tr>
<tr>
<td>movie_freq_opt</td>
<td>'never'</td>
</tr>
<tr>
<td>movie_outfile</td>
<td>'./g.e01.GIAF.T62_t12.003.pop.hm'</td>
</tr>
</tbody>
</table>
Table A.15: Solvers Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>convergencecheckfreq</td>
<td>10</td>
</tr>
<tr>
<td>convergencecriterion</td>
<td>1.0e-13</td>
</tr>
<tr>
<td>maxiterations</td>
<td>1000</td>
</tr>
<tr>
<td>preconditionerchoice</td>
<td>'diagonal'</td>
</tr>
<tr>
<td>preconditionerfile</td>
<td>'unknownPrecondFile'</td>
</tr>
<tr>
<td>solverchoice</td>
<td>'ChronGear'</td>
</tr>
</tbody>
</table>

Table A.16: Vertical mix Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>aidif</td>
<td>1.0</td>
</tr>
<tr>
<td>bottom_drag</td>
<td>1.0e-3</td>
</tr>
<tr>
<td>bottom_heat_flt</td>
<td>0.0</td>
</tr>
<tr>
<td>bottom_heat_flt_depth</td>
<td>1000.0e2</td>
</tr>
<tr>
<td>convect_diff</td>
<td>10000.0</td>
</tr>
<tr>
<td>convect_visc</td>
<td>10000.0</td>
</tr>
<tr>
<td>convection_type</td>
<td>'diffusion'</td>
</tr>
<tr>
<td>implicit_vertical_mix</td>
<td>.true.</td>
</tr>
<tr>
<td>noncond</td>
<td>2</td>
</tr>
<tr>
<td>vmix_choice</td>
<td>'kpp'</td>
</tr>
</tbody>
</table>

Table A.17: Vmix const Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>const_vdc</td>
<td>0.25</td>
</tr>
<tr>
<td>const_vve</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Table A.18: Vmix rich Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>bckgrnd_vdc</td>
<td>0.1</td>
</tr>
<tr>
<td>bckgrnd_vve</td>
<td>1.0</td>
</tr>
<tr>
<td>rich_mix</td>
<td>50.0</td>
</tr>
</tbody>
</table>

Table A.19: Tidal Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>local_mixing_fraction</td>
<td>0.33</td>
</tr>
<tr>
<td>tidal_mixing</td>
<td>.false.</td>
</tr>
<tr>
<td>mixing_efficiency</td>
<td>0.2</td>
</tr>
<tr>
<td>tidal_energy_file</td>
<td>'unknown_tidal_mixing'</td>
</tr>
<tr>
<td>tidal_energy_file_fmt</td>
<td>'bin'</td>
</tr>
<tr>
<td>tidal_mix_max</td>
<td>100.0</td>
</tr>
<tr>
<td>vertical_decay_scale</td>
<td>500.0e02</td>
</tr>
</tbody>
</table>
### Table A.20: Vmix_kpp Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>bckgrnd_vdc1</td>
<td>0.55</td>
</tr>
<tr>
<td>bckgrnd_vdc2</td>
<td>0.303615</td>
</tr>
<tr>
<td>bckgrnd_vdc_ban</td>
<td>0.0</td>
</tr>
<tr>
<td>bckgrnd_vdc_dpth</td>
<td>2500.0e02</td>
</tr>
<tr>
<td>bckgrnd_vdc_eq</td>
<td>0.0</td>
</tr>
<tr>
<td>bckgrnd_vdc_linv</td>
<td>4.5e-05</td>
</tr>
<tr>
<td>bckgrnd_vdc_psim</td>
<td>0.0</td>
</tr>
<tr>
<td>lcheckekmo</td>
<td>.false.</td>
</tr>
<tr>
<td>ldbldiff</td>
<td>.true.</td>
</tr>
<tr>
<td>lhoriz_varying_bckgrnd</td>
<td>.false.</td>
</tr>
<tr>
<td>linertial</td>
<td>.false.</td>
</tr>
<tr>
<td>llangmuir</td>
<td>.false.</td>
</tr>
<tr>
<td>lrich</td>
<td>.true.</td>
</tr>
<tr>
<td>lshort_wave</td>
<td>.true.</td>
</tr>
<tr>
<td>num_v_smooth_ri</td>
<td>1</td>
</tr>
<tr>
<td>prandtl</td>
<td>10.0</td>
</tr>
<tr>
<td>rich_mix</td>
<td>50.0</td>
</tr>
</tbody>
</table>

### Table A.21: Advect Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>tadvect_ctype</td>
<td>'centered'</td>
</tr>
</tbody>
</table>

### Table A.22: Hmix Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>hmix_momentum_choice</td>
<td>'del4'</td>
</tr>
<tr>
<td>hmix_tracer_choice</td>
<td>'del4'</td>
</tr>
<tr>
<td>lsubmesoscale_mixing</td>
<td>.false.</td>
</tr>
</tbody>
</table>

### Table A.23: Hmix_del2u Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>am</td>
<td>1.e8</td>
</tr>
<tr>
<td>lauto_hmix</td>
<td>.true.</td>
</tr>
<tr>
<td>lvariable_hmix</td>
<td>.false.</td>
</tr>
</tbody>
</table>

### Table A.24: Hmix_del2t Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ah</td>
<td>1.e8</td>
</tr>
<tr>
<td>lauto_hmix</td>
<td>.false.</td>
</tr>
<tr>
<td>lvariable_hmix</td>
<td>.true.</td>
</tr>
</tbody>
</table>
### Table A.25: Hmix_del4u Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>am</td>
<td>-27.0e17</td>
</tr>
<tr>
<td>lauto_hmix</td>
<td>.false.</td>
</tr>
<tr>
<td>lvariable_hmix</td>
<td>.true.</td>
</tr>
</tbody>
</table>

### Table A.26: Hmix_del4t Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ah</td>
<td>-3.0e17</td>
</tr>
<tr>
<td>lauto_hmix</td>
<td>.false.</td>
</tr>
<tr>
<td>lvariable_hmix</td>
<td>.true.</td>
</tr>
</tbody>
</table>

### Table A.27: Hmix_gm Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ah</td>
<td>3.0e7</td>
</tr>
<tr>
<td>ah_bkg_bottom</td>
<td>0.0</td>
</tr>
<tr>
<td>ah_bkg_srfbl</td>
<td>3.0e7</td>
</tr>
<tr>
<td>ah_bolus</td>
<td>3.0e7</td>
</tr>
<tr>
<td>buoyancy_freq_filename</td>
<td>['/glade/scratch/johnsonb/g.e01.GIAF.T62_t12.003/run/buoyancy_freq']</td>
</tr>
<tr>
<td>buoyancy_freq_fmt</td>
<td>'nc'</td>
</tr>
<tr>
<td>const_eg</td>
<td>1.2</td>
</tr>
<tr>
<td>diag_gm_bolus</td>
<td>.false.</td>
</tr>
<tr>
<td>gamma_eg</td>
<td>500.0</td>
</tr>
<tr>
<td>kappa_depth_1</td>
<td>1.0</td>
</tr>
<tr>
<td>kappa_depth_2</td>
<td>0.0</td>
</tr>
<tr>
<td>kappa_depth_scale</td>
<td>150000.0</td>
</tr>
<tr>
<td>kappa_freq_choice</td>
<td>'once_a_day'</td>
</tr>
<tr>
<td>kappa_isop_choice</td>
<td>'bfre'</td>
</tr>
<tr>
<td>kappa_max_eg</td>
<td>2.0e7</td>
</tr>
<tr>
<td>kappa_min_eg</td>
<td>0.35e7</td>
</tr>
<tr>
<td>kappa_thic_choice</td>
<td>'bfre'</td>
</tr>
<tr>
<td>read_n2_data</td>
<td>.false.</td>
</tr>
<tr>
<td>slm_b</td>
<td>0.3</td>
</tr>
<tr>
<td>slm_r</td>
<td>0.3</td>
</tr>
<tr>
<td>slope_control_choice</td>
<td>'notanh'</td>
</tr>
<tr>
<td>transition_layer_on</td>
<td>.true.</td>
</tr>
<tr>
<td>use_const_ah_bkg_srfbl</td>
<td>.true.</td>
</tr>
</tbody>
</table>

### Table A.28: Mix_submeso Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>efficiency_factor</td>
<td>0.07</td>
</tr>
<tr>
<td>hor_length_scale</td>
<td>5.0e5</td>
</tr>
<tr>
<td>luse_const_horiz_len_scale</td>
<td>.false.</td>
</tr>
<tr>
<td>time_scale_constant</td>
<td>8.64e4</td>
</tr>
</tbody>
</table>
### Table A.29: Hmix_aniso Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>c_para</td>
<td>8.0</td>
</tr>
<tr>
<td>c_perp</td>
<td>8.0</td>
</tr>
<tr>
<td>hmix_alignment_choice</td>
<td>'east'</td>
</tr>
<tr>
<td>lsmag_aniso</td>
<td>.false.</td>
</tr>
<tr>
<td>lvariable_hmix_aniso</td>
<td>.true.</td>
</tr>
<tr>
<td>smag_lat</td>
<td>20.0</td>
</tr>
<tr>
<td>smag_lat_fact</td>
<td>0.98</td>
</tr>
<tr>
<td>smag_lat_gauss</td>
<td>98.0</td>
</tr>
<tr>
<td>u_para</td>
<td>5.0</td>
</tr>
<tr>
<td>u_perp</td>
<td>5.0</td>
</tr>
<tr>
<td>var_viscosity_infile</td>
<td>'ccsm-internal'</td>
</tr>
<tr>
<td>var_viscosity_infile_fmt</td>
<td>'bin'</td>
</tr>
<tr>
<td>var_viscosity_outfile</td>
<td>'./g.e01.GIAF.T62_t12.003.pop.hv'</td>
</tr>
<tr>
<td>var_viscosity_outfile_fmt</td>
<td>'nc'</td>
</tr>
<tr>
<td>vconst_1</td>
<td>0.6e7</td>
</tr>
<tr>
<td>vconst_2</td>
<td>0.5</td>
</tr>
<tr>
<td>vconst_3</td>
<td>0.16</td>
</tr>
<tr>
<td>vconst_4</td>
<td>2e-8</td>
</tr>
<tr>
<td>vconst_5</td>
<td>3</td>
</tr>
<tr>
<td>vconst_6</td>
<td>0.6e7</td>
</tr>
<tr>
<td>vconst_7</td>
<td>45.0</td>
</tr>
<tr>
<td>visc_para</td>
<td>50.0e7</td>
</tr>
<tr>
<td>visc_perp</td>
<td>50.0e7</td>
</tr>
</tbody>
</table>

### Table A.30: State Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>state_choice</td>
<td>'mwjf'</td>
</tr>
<tr>
<td>state_file</td>
<td>'internal'</td>
</tr>
<tr>
<td>state_range_freq</td>
<td>100000</td>
</tr>
<tr>
<td>state_range_opt</td>
<td>'enforce'</td>
</tr>
</tbody>
</table>

### Table A.31: Baroclinic Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>reset_to_freezing</td>
<td>.false.</td>
</tr>
</tbody>
</table>

### Table A.32: Ice Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ice_freq</td>
<td>100000</td>
</tr>
<tr>
<td>ice_freq_opt</td>
<td>'coupled'</td>
</tr>
<tr>
<td>kmxice</td>
<td>1</td>
</tr>
<tr>
<td>lactive_ice</td>
<td>.true.</td>
</tr>
</tbody>
</table>
### Table A.33: Pressure_grad Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>lbouss_correct</td>
<td>.false.</td>
</tr>
<tr>
<td>lpressure_avg</td>
<td>.true.</td>
</tr>
</tbody>
</table>

### Table A.34: Topostress Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ltopostress</td>
<td>.false.</td>
</tr>
<tr>
<td>nsmooth_topo</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table A.35: Forcing_ws Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ws_data_inc</td>
<td>24.</td>
</tr>
<tr>
<td>ws_data_renorm</td>
<td>10., 19*1.</td>
</tr>
<tr>
<td>ws_data_type</td>
<td>'none'</td>
</tr>
<tr>
<td>ws_file_fmt</td>
<td>'bin'</td>
</tr>
<tr>
<td>ws_filename</td>
<td>'unknown-ws'</td>
</tr>
<tr>
<td>ws_interp_freq</td>
<td>'every-timestep'</td>
</tr>
<tr>
<td>ws_interp_inc</td>
<td>72.</td>
</tr>
<tr>
<td>ws_interp_type</td>
<td>'linear'</td>
</tr>
</tbody>
</table>

### Table A.36: Forcing_shf Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>luse_cpl_ifrac</td>
<td>.true.</td>
</tr>
<tr>
<td>shf_data_inc</td>
<td>24.</td>
</tr>
<tr>
<td>shf_data_renorm(3)</td>
<td>0.94</td>
</tr>
<tr>
<td>shf_data_type</td>
<td>'monthly'</td>
</tr>
<tr>
<td>shf_file_fmt</td>
<td>'bin'</td>
</tr>
<tr>
<td>shf_filename</td>
<td>'/glade/p/cesm/cseg//inputdata/ocn/pop/tx0.1v2/forcing/shf_20100318.ieeer8'</td>
</tr>
<tr>
<td>shf_formulation</td>
<td>'partially-coupled'</td>
</tr>
<tr>
<td>shf_interp_freq</td>
<td>'every-timestep'</td>
</tr>
<tr>
<td>shf_interp_inc</td>
<td>72.</td>
</tr>
<tr>
<td>shf_interp_type</td>
<td>'linear'</td>
</tr>
<tr>
<td>shf_restore_tau</td>
<td>30.</td>
</tr>
<tr>
<td>shf_strong_restore</td>
<td>0.</td>
</tr>
<tr>
<td>shf_strong_restore_ms</td>
<td>92.64</td>
</tr>
<tr>
<td>shf_weak_restore</td>
<td>0.</td>
</tr>
</tbody>
</table>
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### Table A.37: Forcing_sfwf Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ladjust_precip</td>
<td>.true.</td>
</tr>
<tr>
<td>lfw_as_salt_fix</td>
<td>.true.</td>
</tr>
<tr>
<td>lms_balance</td>
<td>.false.</td>
</tr>
<tr>
<td>lsend_precip_fact</td>
<td>.true.</td>
</tr>
<tr>
<td>sfwf_data_inc</td>
<td>24.</td>
</tr>
<tr>
<td>sfwf_data_renorm</td>
<td>0.001, 19*1.</td>
</tr>
<tr>
<td>sfwf_data_type</td>
<td>'monthly'</td>
</tr>
<tr>
<td>sfwf_file_fmt</td>
<td>'bin'</td>
</tr>
<tr>
<td>sfwf_filename</td>
<td>'/glade/p/cesm/cseg/inputdata/ocn/pop/tx0.1v2/forcing/sfwf_mm_PHC2_salx_flxio_20100323.ieeer8'</td>
</tr>
<tr>
<td>sfwf_formulation</td>
<td>'partially-coupled'</td>
</tr>
<tr>
<td>sfwf_interp_freq</td>
<td>'every-timestep'</td>
</tr>
<tr>
<td>sfwf_interp_inc</td>
<td>72.</td>
</tr>
<tr>
<td>sfwf_interp_type</td>
<td>'linear'</td>
</tr>
<tr>
<td>sfwf_restore_tau</td>
<td>30.</td>
</tr>
<tr>
<td>sfwf_strong_restore</td>
<td>0.0</td>
</tr>
<tr>
<td>sfwf_strong_restore_ms</td>
<td>0.6648</td>
</tr>
<tr>
<td>sfwf_weak_restore</td>
<td>0.0115</td>
</tr>
</tbody>
</table>

### Table A.38: Forcing_pt_interior Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>pt_interior_data_inc</td>
<td>24.</td>
</tr>
<tr>
<td>pt_interior_data_renorm</td>
<td>20*1.</td>
</tr>
<tr>
<td>pt_interior_data_type</td>
<td>'none'</td>
</tr>
<tr>
<td>pt_interior_file_fmt</td>
<td>'bin'</td>
</tr>
<tr>
<td>pt_interior_filename</td>
<td>'unknown-pt_interior'</td>
</tr>
<tr>
<td>pt_interior_formulation</td>
<td>'restoring'</td>
</tr>
<tr>
<td>pt_interior_interp_freq</td>
<td>'every-timestep'</td>
</tr>
<tr>
<td>pt_interior_interp_inc</td>
<td>72.</td>
</tr>
<tr>
<td>pt_interior_interp_type</td>
<td>'linear'</td>
</tr>
<tr>
<td>pt_interior_restore_file_fmt</td>
<td>'bin'</td>
</tr>
<tr>
<td>pt_interior_restore_filename</td>
<td>'unknown-pt_interior_restore'</td>
</tr>
<tr>
<td>pt_interior_restore_max_level</td>
<td>0</td>
</tr>
<tr>
<td>pt_interior_restore_tau</td>
<td>365.</td>
</tr>
<tr>
<td>pt_interior_variable_restore</td>
<td>.false.</td>
</tr>
</tbody>
</table>
### Table A.39: Forcing s_interior Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>s_interior_data_inc</td>
<td>24.</td>
</tr>
<tr>
<td>s_interior_data_renorm</td>
<td>20*1.</td>
</tr>
<tr>
<td>s_interior_data_type</td>
<td>‘none’</td>
</tr>
<tr>
<td>s_interior_file_fmt</td>
<td>‘bin’</td>
</tr>
<tr>
<td>s_interior_filename</td>
<td>‘unknown-s_interior’</td>
</tr>
<tr>
<td>s_interior_formulation</td>
<td>‘restoring’</td>
</tr>
<tr>
<td>s_interior_interp_freq</td>
<td>‘every-timestep’</td>
</tr>
<tr>
<td>s_interior_interp_inc</td>
<td>72.</td>
</tr>
<tr>
<td>s_interior_interp_type</td>
<td>‘linear’</td>
</tr>
<tr>
<td>s_interior_restore_fmt</td>
<td>‘bin’</td>
</tr>
<tr>
<td>s_interior_restore_filename</td>
<td>‘unknown-s_interior_restore’</td>
</tr>
<tr>
<td>s_interior_restore_max_level</td>
<td>0</td>
</tr>
<tr>
<td>s_interior_restore_tau</td>
<td>365.</td>
</tr>
<tr>
<td>s_interior_variable_restore</td>
<td>.false.</td>
</tr>
</tbody>
</table>

### Table A.40: Forcing ap Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ap_data_inc</td>
<td>1.e20</td>
</tr>
<tr>
<td>ap_data_renorm</td>
<td>20*1.</td>
</tr>
<tr>
<td>ap_data_type</td>
<td>‘none’</td>
</tr>
<tr>
<td>ap_file_fmt</td>
<td>‘bin’</td>
</tr>
<tr>
<td>ap_filename</td>
<td>‘unknown-ap’</td>
</tr>
<tr>
<td>ap_interp_freq</td>
<td>‘never’</td>
</tr>
<tr>
<td>ap_interp_inc</td>
<td>1.e20</td>
</tr>
<tr>
<td>ap_interp_type</td>
<td>‘nearest’</td>
</tr>
</tbody>
</table>

### Table A.41: Coupled Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>coupled_freq</td>
<td>6</td>
</tr>
<tr>
<td>coupled_freq_opt</td>
<td>‘nhour’</td>
</tr>
<tr>
<td>qsw_distrb_opt</td>
<td>‘const’</td>
</tr>
</tbody>
</table>

### Table A.42: Sw_absorption Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>chl_file_fmt</td>
<td>‘bin’</td>
</tr>
<tr>
<td>chl_filename</td>
<td>‘/glade/p/cesm/cseg//inputdata/ocn/pop/tx0.1v2/forcing/chlorophyll_1998-2003_monthly_20080418.1eere8’</td>
</tr>
<tr>
<td>chl_option</td>
<td>‘file’</td>
</tr>
<tr>
<td>jerlov_water_type</td>
<td>3</td>
</tr>
<tr>
<td>sw_absorption_type</td>
<td>‘chlorophyll’</td>
</tr>
</tbody>
</table>
### Table A.43: Transports Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>lat_aux_begin</td>
<td>-90.0</td>
</tr>
<tr>
<td>lat_aux_end</td>
<td>90.0</td>
</tr>
<tr>
<td>lat_aux_grid_type</td>
<td>‘southern’</td>
</tr>
<tr>
<td>moc_requested</td>
<td>.false.</td>
</tr>
<tr>
<td>n_heat_trans_requested</td>
<td>.false.</td>
</tr>
<tr>
<td>n_lat_aux_grid</td>
<td>180</td>
</tr>
<tr>
<td>n_salt_trans_requested</td>
<td>.false.</td>
</tr>
<tr>
<td>n_transport_reg</td>
<td>2</td>
</tr>
</tbody>
</table>

### Table A.44: Context Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>b4b_flag</td>
<td>.false.</td>
</tr>
<tr>
<td>lccsm</td>
<td>.true.</td>
</tr>
<tr>
<td>lccsm_control_compatible</td>
<td>.false.</td>
</tr>
<tr>
<td>lcoupled</td>
<td>.true.</td>
</tr>
</tbody>
</table>

### Table A.45: Overflows Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>overflows_diag_outfile</td>
<td>‘/glade/scratch/johnsonb/g.e01.GIAF.T62_t12.003/run/./g.e01.GIAF.T62_t12.003.pop.do’</td>
</tr>
<tr>
<td>overflows_infile</td>
<td>‘unknown_overflow’</td>
</tr>
<tr>
<td>overflows_interactive</td>
<td>.false.</td>
</tr>
<tr>
<td>overflows_on</td>
<td>.false.</td>
</tr>
<tr>
<td>overflows_restart_type</td>
<td>‘ccsm_continue’</td>
</tr>
<tr>
<td>overflows_restfile</td>
<td>‘./g.e01.GIAF.T62_t12.003.pop.ro’</td>
</tr>
</tbody>
</table>

### Table A.46: Niw Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>niw_mixing</td>
<td>.false.</td>
</tr>
<tr>
<td>niw_boundary_layer_absorption</td>
<td>0.7</td>
</tr>
<tr>
<td>niw_energy_file</td>
<td>‘unknown_niw_energy’</td>
</tr>
<tr>
<td>niw_energy_file_fmt</td>
<td>‘bin’</td>
</tr>
<tr>
<td>niw_energy_type</td>
<td>‘blke’</td>
</tr>
<tr>
<td>niw_local_mixing_fraction</td>
<td>0.5</td>
</tr>
<tr>
<td>niw_mix_max</td>
<td>100.0</td>
</tr>
<tr>
<td>niw_mixing_efficiency</td>
<td>0.2</td>
</tr>
<tr>
<td>niw_obs2model_ratio</td>
<td>2.0</td>
</tr>
<tr>
<td>niw_vert_decay_scale</td>
<td>2000.0e02</td>
</tr>
</tbody>
</table>
Table A.47: Passive_tracers_on Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>cfc_on</td>
<td>.false.</td>
</tr>
<tr>
<td>ecosys_on</td>
<td>.false.</td>
</tr>
<tr>
<td>iage_on</td>
<td>.true.</td>
</tr>
<tr>
<td>moby_on</td>
<td>.false.</td>
</tr>
</tbody>
</table>

Table A.48: Iage Namelist Group

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>init_iage_init_file</td>
<td>'same_as_TS'</td>
</tr>
<tr>
<td>init_iage_option</td>
<td>'ccsm_continue'</td>
</tr>
</tbody>
</table>
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