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1. Introduction

Anthropogenic climate change is raising global temperatures, both through an increasing global
average temperature and through an increasing number of extreme temperature events (Rahmstorf and
Coumou 2011). One of these increasingly common extreme events is Marine Heatwaves (MHW), a
prolonged period of anomalously warm water (Oliver, Burrows, et al. 2019). Extreme temperature
changes such as MHW affect marine ecosystems on the individual, population, community level. Not all
MHW are the same, however, and the ecosystem response depends on the characteristics of the MHW,
such as the duration and rate of onset (Smith, Burrows, Hobday, King, et al. 2023). These ecosystem
impacts translate into socioeconomic impacts. In the US alone economic losses through October 2022



"of single MHW events exceed US$800 million in direct losses and in excess of US$3.1 billion per
annum in indirect losses for multiple consecutive years" (Smith, Burrows, Hobday, Sen Gupta, et al.
2021). MHWs and their ecological and economic impact are unfortunately part of our warming world.

These economic impacts are especially important in the ecologically productive coastal ocean and
global estuaries. The Chesapeake Bay is the largest and one of the most productive estuaries in the United
States (Bilkovic et al. 2019). The Chesapeake Bay has seen a trend of long term warming (Hinson et al.
2022) and increasing temperatures have been linked to growing hypoxic conditions in the Bay (Du et al.
2018). In addition to long term warming, previous work has identified MHWs in the Chesapeake Bay
using buoy data (Mazzini and Pianca 2022). MHWs in 2006 caused an over 50% loss in the seagrass
species Z. marina in which fisheries species find nursery habitat (Lefcheck et al. 2017). As a result, the
area saw declines in three commercially important fish species (Smith, Burrows, Hobday, King, et al.
2023).

Here we show that satellite data can be used to study MHWs in the Chesapeake Bay. Satellite data
provides spatial resolution that is not possible with buoy data alone. Past work in the Chesapeake Bay
has shown spatial variation in the long term warming trend (Hinson et al. 2022), which suggests that
there could be some spatial variation in the occurrence of extreme temperature events. We look not
just at the spatial variation in the occurrence of MHW, but also show patterns in the characteristics of
MHW, critical for assessing the potential ecological impact. Increased spatial resolution and clarity into
regional trends in MHW characteristics benefits our understanding of extreme temperature events in the
Chesapeake Bay and could benefit monitoring efforts that help mitigate the high economic impact and
conserve protected waters.

2. Methods
2.1. Satellite Data Sources

The satellite data products suitable for this study are those with high spatial resolution and long
time series. The need for high resolution is driven by the size of the Chesapeake Bay. The need for a
long time series is driven by the baseline climatology required for MHW calculations. Hobday et al.
2016 recommends a 30 year climatology, but past work has shown that climatologies based on records
as short as 10 years do not result in estimated MHW characteristics that differ appreciably from those
calculated using the recommended 30 year time series (Schlegel, Oliver, Hobday, et al. 2019).

Two satellite SST products were evaluated: NASA MUR and NOAA Geopolar. NASA MUR is a daily
~1km level 4 product based on nighttime SST observations and provides an estimate of the foundation
temperature (Chin, Vazquez-Cuervo, and Armstrong 2017). Foundation temperature, as defined by the
Group for High Resolution Sea Surface Temperature (GHRSST), is the temperature at a depth free of
diurnal variability (Beggs 2020). NOAA Geopolar is also a daily level 4 ~5km product (Maturi et al.
2017). Geopolar nighttime SST is used in order to avoid diurnal variation in the surface temperatures,
thereby maintaining a SST definition that is comparable between Geopolar and MUR. See Table 1 for a
summary of the two datasets. Both datasets are gap filled for clouds. There were still 7 days of missing
data in the Geopolar dataset, which were removed by NOAA data processing due to quality control.
These 7 days were linearly interpolated in each pixel when generating the climatologies.

Table 1. Satellite Sea Surface Temperature (SST) Sources.

Product Name Version | Organization | Spatial Resolution | Temporal | Availability

Resolution
MUR 4.1 NASA 0.01°(~1 km) daily May 31, 2002 - present
Geopolar Blended | 2.0 NOAA 0.05°(~5 km) daily Sept 1, 2002 - present




2.2. Satellite Data Validation

In situ data compiled by the Chesapeake Bay Program (CBP)’s Water Quality Database was used
to validate SST in the Chesapeake Bay. The database contains measurements from the CBP partner
organizations at long-term, fixed-station monitoring programs. Traditional Partner Data from all the
programs was used.

The satellite datasets both estimate foundation SST temperature. The in situ data, on the other hand,
provides measurements of SST at several depths. To extract the foundation temperature values from the
in situ dataset only the values explicitly labelled as not being in the very top or very bottom layers of
the water column were retained. A single data point was selected from each sampling station that was
closest to 2m depth, but not shallower than 0.2m or deeper than 8m. Data was used from January 1 2003
- December 31, 2019, the period over which we have SST for both the Geopolar and MUR datasets.

This processing produced about 34,000 in situ data points for comparison with the satellite data.
Figure 1 shows the distribution of observations over time. There is a consistent seasonal sampling bias,
in which summers are more highly sampled than winters. The black lines in Figure 1 show the average
for each of the 17 calendar years. While there is some interannual variation, with a mean of 2,015
samples per year and standard deviation of 312 samples (11%), there is not a long term trend in the
number of observations.
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Figure 1. Histogram of the number of observations, labelled on the left axis. There are 68 bins over the
17 year time series, producing 4 bins per year. The right axis shows the average number of observations
in every calendar year. Each of the horizontal lines is present over Jan. - Dec. of the corresponding year.

2.3. Marine Heatwave Calculation and Characteristics

Hobday et al. 2016 defines the canonical definition of a MHW: a MHW is an observed temperature
that persists above the 90th percentile for at least 5 days. This is illustrated in Figure 2 panel A. The time
period for the climatology is the full dataset time period, Jan. 1, 2003 - Dec. 31, 2023 (20 years). Again
following Hobday et al. 2016, the 90th percentile threshold for each day uses the days from a centered 11
day window. After the threshold is calculated, the values are smoothed using a 31 day moving average.
If multiple >5 day MHW occur within two days of each other they are considered to be a single MHW



A Marine Heatwave from July 2020
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Figure 2. The observed and climatological values of a MHW from July 2020 at 38° N, 76°W. Panel (a)
visualizes a sustained period above the 90th percentile threshold value defining a MHW. Panel (b) shows

SST focused on the heatwave period, labelling the 5 MHW statistics used in this study to characterize
MHWs.

event. MHW were calculated using the Python package marineHeatWaves. The details described above
are the defaults of this package, and are consistent with the recommendations in Hobday et al. 2016.
Geopolar and not NASA MUR was used to calculated MHW for reasons described in Section 3.1.4.

MHW characteristics allow us to better consider different types of MHW. The 5 characteristics
analysed in this study are duration, rate of onset, rate of decline, maximum intensity, and cumulative
intensity. Figure 2 panel B shows a graphic representation of these MHW characteristics for an example
heatwave in July 2020. The definitions follow Hobday et al. 2016 and are also calculated using the
marineHeatWaves package.

2.4. Aggregating Marine Heatwave Characteristics

MHW characteristics where aggregated across time into a single value for each pixel or spatial location
(Figure 3). The six MHW characteristics were averaged over the 20 year time series to produce a single
number per MHW characteristic. The process was repeated on each of the pixels in the Chesapeake Bay.
The end result is a map of each of the 6 aggregated MHW characteristics across the Bay. In addition
to the 6 aggregated characteristics in the diagram average intensity was considered, but was excluded
because it was not found to be greatly different from the maximum intensity.
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Figure 3. The processing workflow completed for generating aggregated MHW characteristics. In the
first step the Python package marineHeatWaves is used to calculate MHW events from a full SST time
series at a single location. These events are then aggregated into a single value for that pixel using one
of three routes shown on the figure.

3. Results
3.1. Validation of Satellite SST in the Chesapeake Bay

Table 2. Satellite Sea Surface Temperature (SST) Errors.

Product Name R2 Slope RMSE (°C)
MUR 0.949 0.968 1.90
Geopolar Blended 0.958 0.949 1.72

Correlation coefficient, slope and root mean squared error (RMSE) quantify the mean error between
the satellite and in situ SST estimates (summarized in Table 2). Results from the two satellite datasets
were quantitatively similar, with Geopolar performing slightly better. Geopolar is slightly more con-
sistent (larger R?) and has a lower mean error (RMSE). These satellite errors do not account for
observational errors or for errors in the process of choosing a foundation temperature depth from the
CBP data.

While the mean satellite error provides a succinct summary, consideration of multiple forms of bias
builds a more in depth understanding of the robustness of the results. In addition to the mean error
metrics shown above, the following forms of potential error may also affect our results:

1. distribution of satellite error
2. spatial variability in satellite error
3. long term and seasonal variability in satellite error

We conclude with a brief discussion of the effects of the observed satellite errors on our MHW analysis.



3.1.1. Satellite Error Distributions

A histogram of errors in the satellite data shows that overall both satellites were too cold more often
than they were too hot (Figure 4). In both datasets only a few highly erroneous data points lay outside
of —10°C - 7°C, but MUR has more of these, perhaps contributing to the slightly higher RMSE.
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Figure 4. Histograms of the temperature error for MUR SST and Geopolar SST, as compared to the
Chesapeake Bay Program (CBP) in situ dataset. The left panel shows MUR and the right panel shows
Geopolar. The x-axis shows in situ minus satellite SST, such that negative values represent satellite SST
underestimates of in situ temperature. The y-axis shows the number of pixels with that level of error.

3.1.2. Spatial Variability of Satellite Error

As the core of this investigation is discussion of the spatial distribution of MHW, spatial variability
in the satellite errors was next considered. Figure 5 shows the 513 geographically unique sampling
stations from the CBP data. At each location satellite errors for all observations at that location over
time were averaged together. Both datasets are most accurate in the center of the Bay. Satellite error
is the highest closest to the shoreline, most notably along the Potomac, Susquehanna and Gunpowder
Rivers, where both satellites underestimate the temperature in those shoreline regions. MUR generally
seems to perform better that Geopolar in the river inflow regions, perhaps a reflection of the higher
spatial resolution of the MUR dataset.

One possible reason for higher satellite errors near shore is an adjacency effect. Recall that the
satellite data are estimating nighttime temperature. At night, the land surface would tend to cool off
faster than the surrounding water. Satellite pixels overlapping with land would then receive colder signal
than pixels of pure water, thus making the pixel appear colder. Adjacency effects have been observed in
ocean color satellites in a wide range of coastal environments (Bulgarelli and Zibordi 2018), as well as
in the thermal infrared region over land (Duan et al. 2020).



Satellite Measurement Error in the Chesapeake Bay
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Figure 5. Map of satellite SST errors for MUR and Geopolar datasets. The left panel shows MUR and
the right panel shows Geopolar. The colorbar shows in situ minus satellite SST, such that negative (blue)
values represent satellite SST underestimates of in situ temperature.

3.1.3. Temporal Variability of Satellite Error

Another important form of bias in satellite errors is annual and seasonal variation. Hovmoller
plots show that both satellite datasets have a seasonal trend in their errors (Figure 6). The satellites
underestimate SST in the late spring and early summer and they overestimate SST in the late fall and
early winter. Another notable pattern is that there is a long term trend present in the late summer of both
datasets (MUR Jun-Sept and Geopolar Jul-Sept). The trend is stronger in MUR than in Geopolar. The
impact of this trend is discussed in 3.1.4.

The strongest biases of either satellite dataset occur in early spring/summer MUR, about 2003-2005,
underestimating SST as much as 4.5 degrees. Comparatively, Geopolar did not have any month with
mean error larger than 3.5 degrees. Past analysis has noted this bias early in the MUR dataset and
suggested that the effect is strongest in the upper bay (NOAA Coastwatch 2023).
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Figure 6. The SST error for Geopolar and MUR by month and year.The left panel shows MUR SST
and the right panel shows Geopolar SST. Each pixel corresponds to the average satellite error for all
pixels in the bay during that year (x axis) and month (y axis). The colorbar shows satellite SST minus
in situ measurements, such that negative (blue) values represent satellite SST underestimates of in situ
temperature.

3.1.4. Effects of Known SST Error on MHW Analysis
The SST signal is composed of a long term warming signal, a seasonal signal, and a higher frequency
event (ex. MHW) signal:

T(t) = Tlong term t Tseasonal + Thigh frequency events

The calculation of MHW:s is computed using temperature anomalies, meaning that the climatological
signal is removed. As a result, while satellite SST datasets showed strong seasonal biases, this form of
bias should not influence our results because the it is removed in the MHW calculation. Spatially each
pixel is treated as an independent time series. Similarly, if spatial bias were consistent through time, the
spatial patterns in temperature anomaly would be removed in the MHW calculation.

Conversely, any long term trend temporal in satellite error could have a significant impact on our
results. It is primarily due to the impact of long term trend in satellite error that MHW analysis was
performed using Geopolar SST instead of MUR. The early cold bias in MUR summer months could
generate a false or overestimated long term warming signal that would impact results. Additionally,
Geopolar has a slightly lower RMSE. Finally, past work has noted that when using climatologies shorter
than 30 years, as this work is, impacts on MHW intensity and duration are larger if there is also a long
term warming trend present (Schlegel, Oliver, Hobday, et al. 2019).

In summary, there are significant biases in the satellite SST. RMSE of both datasets was between
1.5 and 2°C for SST. There are spatial and seasonal trends in the satellite datasets, but the removal of
the baseline climatology in the MHW calculation means these types of satellite error will not impact
MHW results. A long term temporal trend, on the other hand, could impact MHW results. The less
prominent long term bias in the Geopolar dataset is the primary reason for using Geopolar SST for the
MHW calculation.



3.2. Marine Heatwaves

3.2.1. Temporal MHW Characteristics

Globally, the frequency of MHW is increasing over time (Oliver, Donat, et al. 2018), an overall trend
that is also apparent in the Chesapeake. Figure 7 shows the number of annual MHW events over time
in the upper, middle, and lower sections of the Bay. All SST pixels over each of the three sections were
averaged together to generate a single annual result. Large MHW dominate the time series, with major
spikes in 2012, 2018, and 2020. These spikes are consistent with known large MHW in the Northwest
Atlantic.

Frequency of MHW show similar trends in buoy and satellite data
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Figure 7. Comparison of MHW frequency derived from satellite data with MHW frequency from buoys.
Buoy derived MHW frequency was reported in Mazzini and Pianca 2022.

The results from our analysis are shown alongside results from Mazzini and Pianca 2022, which
derive MHW frequency from buoy data. There is good agreement between the buoy-derived MHW
frequency and the satellite-derived MHW frequency. Mazzini and Pianca 2022 found that there were
on average 2 MHW per year with an average duration of 11 days per year, resulting in an average of 22
MHW days per year. The satellite derived MHW produce consistent results, with a bay-wide average of
2.3 events per year and 10.8 days / event for a total of 25 MHW per year.

This comparison provides a further form of validation on our approach. It has enabled the reproduction
of prior buoy-based work without using any buoys. The additional benefit of the satellite approach,
however, is the ability to further existing understanding by looking at MHW spatial patterns.
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Figure 8. The spatial distribution of the average number of MHW days per year using Geopolar SST.
The average number of MHW days is calculated by multiplying the average number per year by the
average duration.

The bay-wide average of about 25 MHW days per year is overall spatially uniform. Considering only
MHW days, however, obscures significant spatial variability in the duration and frequency of MHWs in
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the bay. While there isn’t spatial variability in the number of MHW days there is spatial variability in
why there are MHW. Average number of annual MHW and MHW duration show a north-south gradient,
ranging from about 2-3 MHW per year and MHW durations between 8 and 13 days. The average number
of annual MHW is highest in the northern areas of the Bay while the average MHW duration is highest
is the southernmost regions of the Bay. The north-south opposing gradient of these two fields leads to
the uniform MHW days. To summarize, in the Chesapeake Bay there are longer, less frequent heatwaves
in the southern regions of the Bay and shorter, more frequent MHW in the northern regions, leading to
a uniform distribution of MHW days.

3.2.2. Marine Heatwave Characterization

The uniqueness of the satellite dataset is that it allows us to look at how MHW occurrences and
characteristics change spatially. This spatial picture gives us a finer grained look at the development of
MHW and could perhaps suggest physical mechanisms behind MHW development or decay. It could
also give higher resolution insights into resource management.

The direct output of this analysis is 6 maps of MHW characteristics for the Chesapeake Bay (Figure
9). The 6 characteristics are:

* Average number of annual events
* Average MHW duration

* Average maximum intensity

* Average cumulative intensity

* Average rate of onset

* Average rate of decline

The dominant pattern in spatial variation in 4 of the 6 maps is a north-south gradient. The largest
amount of spatial variation is present in MHW duration and number of annual events. Both of these
characteristics increase by approximately 1.5-2 times between the lower and upper Bay. The highest
values for average number of annual events are in the northern Bay and decrease southward. The inverse
is true for average MHW duration. The exception to this north-south trend is areas of high river influence,
including the upper bay where the Susquehanna River enters the Bay. It is not clear if this represents a
true finding in the data or if the is a reflection of high satellite error rates in the river outflow regions.
The average maximum intensity signal is also similar to areas of river outflow and may likewise may be
related to satellite error structure (see Section 3.1.2).

Other MHW characteristics showed spatial variation with a less consistent but equally informative
pattern. Rate of onset showed an approximately 1.5 times difference between the highest and lowest
values in the Bay, with some longitudinal gradient. Relative to rate of onset rate of decline is more
uniform in the main stem of the bay. This may suggest different mechanisms controlling the develop
and the decay of MHW. Further investigation into the finer scale spatial structure of the rates of onset
and decline could be an avenue of further research.

Another noteworthy spatial trend is seen in cumulative intensity. Cumulative intensity is a reflection
of two aspects of a heatwave: duration and intensity. A MHW can have high cumulative intensity either
because the MHW lasts for a long time, it is very hot, or both. In the Chesapeake Bay, MHW cumulative
intensity is more strongly influenced by duration than by maximum intensity (Figure 9). This relationship
is likely a reflection of the larger spatial variation in average MHW duration than in average maximum
intensity. The range of duration is about 50% of the minimum value, whereas the intensity range is only
about 20%.

Contributions to cumulative intensity are of importance for resource management. In general sus-
tained stress is more detrimental to organisms than quick temperature increases. We hope knowledge of
the role of duration in cumulative intensity will be of use to local policy makers.
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MHW Characteristic Maps
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Figure 9. Spatial maps showing the distribution of 6 MHW characteristics. Maps show an aggregation
(either sum or average) of across time for each pixel. The aggregation process is detailed in Figure 3.
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3.2.3. Spatial Variability in Long Term MHW Trends

To aid in understanding temporal trends in the Bay an analysis of long term changes in MHW
characteristics is performed. To calculate the long term trend each pixel is treated as an independent
time series. Each time series is grouped into annual bins with the number of MHW in that year and the
average duration of all the MHW in that year. These annual points were then fit to a linear trend and
the slope and p value were calculated for the 20 year times series. Figure 10 shows the slope from this
regression for each pixel. Only pixels whose p-value is less than 0.05 are shown.

Almost the entire Bay is experiencing significant increases in the number of annual MHW events
(Figure 10). The largest values are about 0.5 event / year, which is equivalent to about 5 additional MHW
events per decade. Average MHW duration, on the other hand, only shows a significant long term trend
in the upper and middle bay and in the river regions. The largest changes in MHW duration occur in
the upper bay and are equivalent to MHW which are about 6-7 days longer per decade. MHW duration
increases in the middle Bay are about 4-5 days per decade. This is a substantial increase given that
the average MHW duration is lowest in those regions (about 9 days), suggesting a doubling of MHW
duration in this sector of the bay over the course of 2 decades.
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Figure 10. Long term trends in MHW characteristics. Plots show the slope of a linear regression on
each pixel. Only those pixels whose linear regression had a p value of < 0.05 were included. Left plot
shows the average annual increase in MHW frequency and the right plot shows the increase in average
duration per year.

4. Conclusion

In this study satellite data was used to investigate MHWs in the Chesapeake Bay. Two SST sources,
NASA MUR and NOAA Geopolar, were compared against in situ measurements. Both satellite datasets
were found to have similar forms of error, but the lower RMSE and less prominent long term trend
motivated the use of Geopolar for the MHW calculation. Validation work such as this is critical for
accurate interpretation of global SST datasets in coastal zones. Using satellite SST in the narrow
Chesapeake pushes the limits of these satellite datasets. This validation was possible because of the
availability of in situ validation data, but this resource is not available in all other estuaries. Successful
use of satellite SST in the Chesapeake supports the possibility that satellite SST may also be a useful
tool for studying temperature in other large estuaries where independent validation experiments may
not be possible due to a lack of in situ data.
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MHW characteristic maps reveal significant spatial variation, where the dominant trend is a north
to south gradient. Spatial structure reveals that cumulative intensity is dominated by MHW duration,
not max intensity. This result, coupled with the strong bay wide variation in MHW duration, highlight
MHW duration as a key MHW characteristic in the Chesapeake Bay. These insights can only be derived
by considering the spatial structure of MHW and highlight the importance of satellite-based MHW
analysis. Temporal MHW show increases in MHW over time and an average of 25 MHW days per year
bay-wide. Increases in MHW days in the lower bay can be as high as almost 5 additional annual events
per decade, a near doubling over the 20 year period. This highlights the significance of extreme events
long term change. Satellite-derived MHW analysis is consistent with past buoy-wide analysis, giving
confidence in the accuracy of this new technique.

Future work could focus on investigation of satellite errors in the river inflow regions. Here a
qualitative analysis of the relative contribution of satellite error biases provided confidence in the MHW
technique, but a quantitative analysis could provide a more in depth understanding. If the spatial signal
observed in the satellite data is in fact a true MHW signal this could have significant impacts for resource
management. Additionally, future analysis could focus spatial patterns related to MHW mechanisms
of development and decline. Past work in the North Atlantic suggested atmospheric mechanisms to be
the most influential mechanism in MHW development while ocean processes to be the more influential
mechanism in MHW decline (Schlegel, Oliver, and Chen 2021). Rate of onset and decline in the
Chesapeake Bay showed the finest scale spatial structure, and differences in their distributions could be
related to mechanistic influence.

The Chesapeake Bay is the largest estuary in the US and the impacts of a warming climate have
societal and economic impact. This work provides validation of satellite SST in the Bay allowing future
researchers to more accurately understand results derived using SST in the Bay. Spatial variation in
MHW characteristics highlights the importance of spatial structure in the Bay and could provide insight
into physical MHW mechanisms.
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